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Abstract 

Background:  Biclustering is increasingly used in biomedical data analysis, recom-
mendation tasks, and text mining domains, with hundreds of biclustering algorithms 
proposed. When assessing the performance of these algorithms, more than real data-
sets are required as they do not offer a solid ground truth. Synthetic data surpass this 
limitation by producing reference solutions to be compared with the found patterns. 
However, generating synthetic datasets is challenging since the generated data must 
ensure reproducibility, pattern representativity, and real data resemblance.

Results:  We propose G-Bic, a dataset generator conceived to produce synthetic 
benchmarks for the normative assessment of biclustering algorithms. Beyond expand-
ing on aspects of pattern coherence, data quality, and positioning properties, it 
further handles specificities related to mixed-type datasets and time-series data.G-Bic 
has the flexibility to replicate real data regularities from diverse domains. We provide 
the default configurations to generate reproducible benchmarks to evaluate and com-
pare diverse aspects of biclustering algorithms. Additionally, we discuss empirical 
strategies to simulate the properties of real data.

Conclusion:  G-Bic is a parametrizable generator for biclustering analysis, offering 
a solid means to assess biclustering solutions according to internal and external met-
rics robustly.

Keywords:  Biclustering, Synthetic data generator, Time series analysis, Unsupervised 
learning

Background
Unsupervised learning techniques such as clustering can find global patterns from 
multivariate observations based on the similarities found along all variables. How-
ever, biomedical patterns (including regulatory modules from multivariate omic data) 
are local, only correlated on a subset of attributes [1]. In this context, biclustering 
algorithms yield unique advantages. First, they can unravel local patterns, i.e., group 
observations meaningfully correlated on a subset of all attributes. Second, they place 
greater flexibility in the definition of different types of patterns. Third, biclusters 
can overlap, meaning that a subject, sample, or biological entity can belong to more 
than one bicluster [2, 3]. Table 1 lists prominent areas for biclustering applications. 
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Biclustering has been pervasively applied to diverse domains, such as clinical and bio-
logical [4–6], gene expression data [7, 8], recommendation tasks [9, 10], text mining 
[11], and time series analysis [12, 13].

While there are studies that use real data to compare the capacities of biclustering 
algorithms, this type of data has significant challenges due to the non-existence of a solid 
ground truth (a set of known and well-characterized internal data structure, regularities, 
or patterns) that would enable assessing the accuracy, sensitivity, and precision of the 
existing methods. Therefore, real data analysis only evaluates the internal coherency of 
the retrieved bicluster, disregarding an evaluation of false discovery rates [12, 26].

Considering the limitations of real data, biclustering studies have relied on synthetic 
data to test and improve their algorithms, where ground truth is available, and used 
external metrics to compare the capacity of biclustering algorithms to retrieve planted 
biclusters [1, 27–30]. Currently, the approach followed by previous studies suffers from 
three issues. First, each study generates its synthetic datasets, which is not only a time-
consuming task but also is generally biased towards the approach under evaluation [31]. 
Second, most comparison studies do not make the produced data available; synthetic 
datasets are still scarce and poorly characterized, making replicating the data with the 
same characteristics unfeasible. Third, available synthetic data lack expressivity concern-
ing temporal dynamics, flexible structures, and real data resemblance.

We propose G-Bic, a synthetic data generator conceived to produce heterogeneous 
datasets for biclustering. Several options for pattern coherence, biclustering structure, 
and overlapping are available. In particular, G-Bic is the first contribution to generating 
multivariate data with numeric, symbolic, and time-series data; therefore, it conforms to 
diverse application domains. G-Bic is implemented as a Java GUI for generating datasets 
with usability guarantees and a programmatic API. In addition to the software descrip-
tion of the tool, a set of empirical principles are given to properties for dataset genera-
tion in several domains.

The article is organized as follows: this remaining section defines the biclustering 
task, the evaluation strategies for biclustering algorithms, and the related work regard-
ing simulating synthetic data. Section Implementation discusses the features of the 
generator. Section Results presents baseline datasets for algorithm assessment and dis-
cusses empirical methodologies to generate synthetic similar to real data, illustrating 

Table 1  Application scenarios for biclustering

Domain Data Illustrative biclusters

Biomedical Clinical [14, 15] Groups of patients whose health records are correlated

Gene expression [5, 16] Groups of genes involved in functional processes and pathways

Biological networks [17, 18] Modules of genes and proteins with local interaction

Physiological [4, 12] Modules of sliding partitions of the signal across a subset of 
stimuli responses

Other Recommendation systems [9, 19] Groups of users who share the same rating patterns and behav-
ioral patterns

Text mining [11, 20] Groups of documents with similar sets of words or topics

Climate data [21, 22] Regions with similar meteorological patterns

Social sciences [23, 24] Regions with similar social vulnerabilities

Resources utilization [13, 25] Regions with similar water or energy consumption patterns
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the capacities of G-Bic to generate synthetic datasets and emulate real datasets. Finally, 
Conclusion draws concluding remarks and implications from this work.

Biclustering

Given a two-dimensional dataset A, defined by n observations (rows) X = {x1, ..., xn} 
and m attributes (columns) Y = {y1, ..., ym} , a Bicluster B corresponds to a subset of 
rows I ⊆ X  and columns J ⊆ Y  of the original matrix. We denote by bij the value cor-
responding to row i and column j in the bicluster B [2]. A Biclustering Solution is 
a set of q biclusters discovered by an algorithm, {B1,B2, ...,Bq} , that satisfy specific 
homogeneity and statistical significance criteria [2, 32]. Figure  1 shows biclustering 
solutions on numerical, symbolic, and heterogeneous datasets.

The coherence identifies the correlations inside a bicluster [1]. We highlight four 
significant coherency types, illustrated in Fig. 2: Constant, assuming that the biclus-
ter has constant values, Additive, assuming that the values inside the bicluster are 
explained by a sum of factors, Multiplicative, assumes that the values are explained by 
a product of factors, and Order Preserving if there is a permutation of the attributes 
such that the values show a linear ordering across the dimension.

Usually, a biclustering algorithm does not consider the relative position between rows 
or columns. In time series data, columns correspond to time points, so the relative posi-
tioning between columns is relevant. Biclustering algorithms are classified as having 
temporal contiguity if they discover bicluster with contiguous columns, and the biclus-
ters discovered by those algorithms are known as C-Biclusters [12, 13, 33, 34]. Figure 3 
visually depicts the difference between a traditional bicluster and a C-Bicluster.

The elements of a data matrix can be part of more than one bicluster. The contribu-
tions per biclusters to the data matrix are explained by plaid models [35]. Lazzeroni 

Fig. 1  Example of a biclustering solution (made of two biclusters: blue and red) on three datasets: A 
numerical, B symbolic, and C heterogeneous

Fig. 2  The coherency of a bicluster shows how the values inside the bicluster correlate with each other
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and Owen [36] proposed an additive model (Fig. 4) where the elements aij of the data 
matrix are viewed as a sum of terms,

where θijt defines a contribution for each bicluster t, and ρit and κjt are boolean values 
that state if the observation i and attribute j is present on the bicluster.

Madeira and Oliveira [2] proposed the multiplicative model (Fig. 5) that assumes that 
a product of bicluster layers generates the matrix values,

Henriques and Madeira [37] introduced the interpoled model (Fig. 6) to better capture 
behaviors in alternative domains. In this model, each value is obtained by averaging the 
bicluster values.

(1)aij =

q

t=0

θijtρitκjt ,

(2)aij =

q∏

t=0

θijtρitκjt .

(3)aij =

∑q
t=0

θijtρitκjt

q
.

Fig. 3  Diference between a A Traditional Bicluster and a B C-Bicluster. A C-Bicluster represents temporal 
patterns. Hence, placing column contiguity can be desirable

Fig. 4  Plaid model with an additive cumulative function between two constant biclusters

Fig. 5  Plaid model with an multiplicative cumulative function between two constant biclusters
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Evaluating biclustering algorithms

Evaluating biclustering correctness, homogeneity and statistical significance is chal-
lenging, as highlighted by a proliferation of different metrics [26, 38].

External metrics, also known as extrinsic or similarity evaluation metrics, are used 
when ground truth is known and quantify how well the biclustering algorithm recov-
ers a planted/hidden biclustering solution [38]. The solutions obtained by biclustering 
algorithms are compared to the reference using a similarity measure based on varia-
tions of the F-Measure [39] or Jaccard scores [40]. These metrics are an essential tool 
to compare the correctness of the algorithms retrieving a biclustering and are used in 
studies developing new algorithms [5, 40] and in comparative studies [1, 27–29]. For 
a survey on external measures in biclustering, we refer to Horta and Campello [38].

Internal metrics, also known as quality metrics or coherence metrics, are used to 
evaluate the internal homogeneity of the bicluster [26]. Since biclustering has several 
types of patterns, defining homogeneity will depend on the assumed bicluster pat-
tern. Different internal metrics are suited for different internal patterns. Examples are 
the Variance, formulated to detect constant biclusters, or the Mean Squared Residue 
focused on additive patterns [41, 42]. A few studies have recently used standardiza-
tion techniques in the bicluster to develop flexible internal metrics to detect diverse 
patterns [26]. As indicated by Divina et al. [43], an advantage of this approach is to 
characterize their tendency. One way of doing it is to standardize data by row,

where µi is the mean value of row xi in the bicluster and σi is the standard deviation of all 
the column values of row xi . Let a virtual pattern be defined as:

This pattern represents an average behavior of all observations in each attribute, and the 
virtual error (VE) [26, 43, 44] is thus defined as a difference between the row values and 
the virtual row,

where bij refers to the element (i,  j) of the data subspace B, and |I|, |J| represent the 
total number of rows and columns. This metric is sensitive to constant, additive, and 

(4)b̂ij =
bij − µi

σi
, 1 ≤ i ≤ |I |, 1 ≤ j ≤ |J |,

(5)ρ̂j =
1

| I |

|I |∑

i=1

b̂ij .

(6)VE(B) =
1

| I | × | J |

|I |∑

i=1

|J |∑

j=1

| b̂ij − ρ̂j |,

Fig. 6  Plaid model with an interpoled cumulative function between two constant biclusters
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multiplicative patterns. Although order preserving patterns may fail to show a zero vir-
tual error, significantly lower virtual errors for these subspaces are expected compared 
to non-homogeneous subspaces.

A more reduced set of intrinsic metrics has been proposed to evaluate the homoge-
neity of symbolic biclustering solutions. The symbolic biclusters are generally evaluated 
by assuming a symbolic pattern and measuring the noise as the percentage of elements 
in the bicluster that do not respect the pattern. Other strategies convert symbolic onto 
numeric patterns (using a traditional metric for numeric data) or consider metrics devel-
oped for clustering [45–47].

Statistical significance metrics evaluate how relevant the bicluster is in the data 
matrix compared to randomized data or null assumptions. These metrics are relevant 
since highly homogeneous biclusters can appear by chance, and these metrics reduce 
the occurrence of false positives. These metrics are used in previous application studies, 
often combined with internal metrics, to assess biclustering solutions [13].We refer to 
Henriques and Madeira [35] for a survey on statistical significance metrics.

Related work

In contrast to real data (where no ground truth is given), synthetic datasets offer the 
advantage of evaluating biclustering algorithms based on the correctness of the retrieved 
biclustering solutions [38, 48]. Synthetic datasets are widely used in the biclustering lit-
erature to support algorithmic development [16, 40, 49, 50], the design of merit func-
tions and evaluation metrics [26, 38], and algorithm comparison [27, 29].

Hochreiter et  al. [40] compared their proposed algorithm in datasets generated by 
previous authors [16, 27] and custom-generated datasets. A biclustering generator was 
made available in the “fabia” R package; however, it uses the same additive generation 
model that the FABIA algorithm assumes to be true. The “isa2” R package also makes a 
synthetic data generator available, but it lacks diverse coherency options and only gener-
ates overlapping biclusters of equal size. Horta and Campello [38] generated seven syn-
thetic data collections to evaluate external measures. These datasets were made with the 
intent of reproducing previous studies [2, 27, 29, 40]. Pontes et al. [26] evaluated experi-
mentally internal metrics by generating synthetic datasets with different coherences and 
noise values.

Synthetic datasets are also used in most comparative studies, i.e., studies developed 
to systematically compare the performance of biclustering algorithms. Prelić et al. [27] 
generated biclustering datasets with constant and additive coherencies. Their objective 
was to compare biclustering algorithms given varying degrees of noise and overlap. This 
approach was later followed by Bozdağ et  al. [28], and Padilha and Campello [30] by 
expanding the study variables, including the data size, the number, and shape of biclus-
ters, and their possible coherencies.

Generating synthetic data is a time-consuming task due to the development and run-
ning of the generating scripts. Assumptions about the patterns in the data must be 
made, risking a bias toward the algorithm under evaluation. The generated data (and 
accompanying scripts) are often unavailable, raising reproducibility issues. Challenges 
with generating synthetic data lead to the development of independent data generators. 
Data generators developed in areas such as pattern mining [51] and clustering [52] are 
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not helpful because they cannot simulate the pattern diversity in biclustering and the 
overlapping between biclusters. Therefore, there is a need for data generators specific to 
biclustering. It is also worth noticing that synthetic data for biclustering demands well-
defined ground truth and parametrizable patterns. Although the use of real data simu-
lators [53–55], or generative AI approaches [56, 57] can provide unique opportunities 
for simulating the properties of real data, they lack the flexibility to be applied in sev-
eral domains, create a well-defined ground truth, and provide parameterization facilities 
within usable interfaces.

BiBench is a contribution capable of generating synthetic datasets [29]. This generator 
creates datasets with coherency patterns following definitions by Aguilar-Ruiz [44] and 
overlapping between biclusters given by the additive plaid model [36]. However, BiBench 
was limited in bicluster patterns: the generated datasets were numeric, all biclusters in 
the dataset followed the same type of pattern, and the patterns showed constant val-
ues across columns. This generator also lacked overlapping and noise options. There-
fore, BiBench cannot generate data where the observations show different correlations 
between the attributes.

BiGen, later proposed by Henriques [58], fixed these limitations and broadened the 
set of features by allowing the generation of biclusters of both symbolic and numeric 
natures, with dynamic structures, considering all patterns, and with parameterizable 
overlapping and quality options. However, this data generator lacks background defini-
tions, the generation of heterogeneous data, and temporal biclusters.

Developed for triclustering (an unsupervised task with similar data challenges as 
biclustering), G-Tric introduced new concepts such as generating (possibly distinct) pat-
terns over more than one dimension, admitting that the background and the bicluster 
could follow different noise structures, and contiguity options that are useful to simu-
late time series data. Since G-Tric was developed for triclustering, the generated datasets 
are not directly applicable to biclustering. Additionally, compared to G-Bic, G-Tric lacks 
options to generate heterogeneous data.

Implementation
We propose G-Bic, a fully parametrized generator of heterogeneous and temporal data 
focused on the necessities of biclustering. G-Bic is the first generator with options for (1) 
generating heterogeneous data (i.e., mixed variable types) with planted patterns; (2) han-
dling temporal data, including contiguity assumptions on the time dimension; and (3) 
higher degrees of flexibility for parameterizing the coherence (type and strength), struc-
ture (number and size), and quality of the biclusters, surpassing the limitations of earlier 
generators. In particular, G-Bic: 

1.	 Allows to define the pattern in both rows and columns;
2.	 Uses personalized quality options for the dataset background and the planted biclus-

ters;
3.	 Extends the overlapping parametrization to allow defining the fraction of patterns 

that can overlap and their overlapping extent;
4.	 Generates either homogeneous or heterogeneous datasets, with non-identically dis-

tributed variables, combining symbolic and numeric variables;
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5.	 Generates temporally contiguous biclusters.

Furthermore, G-Bic is implemented as a GUI (Graphical User Interface), developed 
using JavaFX for easy usability and a programmatic API for additional control over 
the data simulation facilities. Figure 7 shows the GUI implementation. As supplemen-
tary material, a tutorial is made available for the guided use of G-Bic. In the remain-
der of this section, we describe the proposed generator. Each subsection describes a 
tab of the G-Bic GUI.

Dataset properties

The initial step in dataset generation entails delineating its structure without a 
planted bicluster, an option available within the Dataset Properties tab. The structure 
is determined by specifying the dataset’s dimensions in terms of rows and columns, 
elucidating the attribute types present in the dataset (numeric, symbolic, or heteroge-
neous), and elucidating the statistical underpinnings of the dataset.

When considering heterogeneous data, the user controls the percentage of numeric 
attributes compared to symbolic ones. If the user selects numeric features, he con-
trols the attributes, integers, or real-valued, and the maximum and minimum values. 
Symbolic attributes are best used when the features are represented by symbols (such 
as characters) or a general trend. The user can then select the number of symbols by 
defining a custom list of symbols or a default alphabet.

The background controls the possible distributions for the values in the dataset. 
G-Bic makes available four types of backgrounds:

•	 Uniform, assuming that each alphabet element has equal probability to occur;
•	 Normal, considering a gaussian distribution to generate the dataset;
•	 Discrete, which gives the control of the probabilities of each symbol to the user;
•	 Missing, that assumes a null background.

Fig. 7  Overview of the GUI implementation, guaranteeing usability for data simulation. Accompanying the 
executable, the source code and a tutorial are available at https://​github.​com/​jplob​o1313/G-​Bic

https://github.com/jplobo1313/G-Bic
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Bicluster properties

The Bicluster Properties controls the general properties of the generated biclusters, 
essentially, the number of planted biclusters and their size. The number of rows and col-
umns of the biclusters are variable and are defined by either a Gaussian or Uniform dis-
tribution. If the objective of G-Bic is to simulate biclusters for time series analysis, the 
Contiguity option can be controlled to generate C-Biclusters.

Bicluster patterns

The third stage is the definition of patterns likely to be observed in terms of type and 
shape that will be planted on the dataset.

There are four types of coherency patterns for biclustering: Constant, Additive, Mul-
tiplicative, Order Preserving. In addition, G-Bic considers a fifth type, None, that rep-
resents the non-existence of coherency across one dimension. This last type is proper 
when the desired biclusters are only coherent across one dimension, i.e., the rows or the 
columns.

Compared to previous biclustering generators BiBench and BiGen, G-Bic allows defin-
ing the patterns in both dimensions, meaning that a bicluster can have a constant coher-
ency over columns and additive over rows. The bicluster element bij is a mathematical 
relationship between a seed value µ , a row factor αi , and a column factor βj (except for 
the order preserving).

Due to incompatibilities related to the mathematical modeling of the patterns, not all 
patterns are compatible. Table 2 shows each coherency’s possible pattern configurations 
and mathematical expressions.

In the context of time series analysis and the generation of C-biclusters, if the coher-
ency is chosen as order preserving, G-Bic allows the generation of temporal profiles that 
are either: Monotonically Increasing, Monotically Decreasing, or Random. These sub-
coherencies, illustrated in Fig. 8, are exclusive for C-Biclusters, since the relative posi-
tioning of the columns is relevant.

Overlapping

After generating the isolated biclusters, the next step is to define how they overlap.

Table 2  G-Bic allows users to select different patterns over rows and columns

Coherency Row pattern Column pattern Mathematical formula Dataset type

Order preserving Order Preserving None n/a Numeric and symbolic

None Order preserving

Constant Constant Constant bij = µ Numeric and symbolic

None Constant bij = αi

Constant None bij = βj

Additive Additive Additive bij = µ+ αi + βj Numeric

Constant Additive bij = µ+ βj

Additive Constant bij = µ+ αi

Multiplicative Multiplicative Multiplicative bij = µ× αi × βj Numeric

Constant Multiplicative bij = µ× βj

Multiplicative Constant bij = µ× αi
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G-Bic admits four possible plaid coherencies, i.e., how the values of overlapping biclus-
ters add to the final value in the matrix: additive as defined in Eq. 1, Multiplicative as 
defined in Eq. 2, Interpoled as defined in Eq. 3 and, None, where the value in the datasets 
corresponds to the last generated bicluster.

The percentage of overlapping biclusters and the maximum number of interactions 
can be controlled. If the percentage is defined as 40% and the maximum number of 
interactions is defined as 3, then 60% of the biclusters will not overlap, and the ones that 
do overlap no more than 3 biclusters will overlap in a single matrix element. It is also 
possible to define the percentage of overlapping rows, columns, and elements between 
biclusters.

Quality

The quality of the data and generated subspaces is parameterizable by assigning missing, 
noise, or error elements. The distinction between noise and error is done by a personal-
ized noise threshold parameter, defining the tolerated deviation for the numerical values 
in the dataset and the biclusters. In G-Bic, noise is defined by fluctuations within the 
threshold, and errors are fluctuations beyond that.

Output and visualization

After generating the biclustering solutions, G-Bic produces three files:

•	 .json file: Containing the settings that generated the dataset;
•	 .txt file: Listing the generated biclusters;
•	 .tsv file: Containing the dataset.

The structure of the .json and .txt files are shown in Fig. 9. The three files make the results 
from G-Bic easily readable either by humans or automatically by any programming lan-
guage with a json and tsv reader library. In addition to the files, G-Bic makes available a 
graphical tool to visualize the produced subspaces using heatmaps.

Results
In this section, we provide default configurations to generate reproducible benchmarks 
to evaluate and compare the properties of biclustering algorithms. First, the simulation 
of simple synthetic datasets to evaluate the performance of biclustering algorithms by 
controlling essential parameters of G-Bic. We begin by producing three illustrative syn-
thetic datasets. Then, we discuss baseline datasets and provide a guiding criterion for 
using G-Bic to establish experimental comparisons between biclustering algorithms. The 

Fig. 8  Considering the specific context of biclustering for time series and the Order Preserving coherency, 
G-Bic has three time profiles: A Monotonically Increasing, B Monotonically Decreasing or C Random
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second part of this section concerns the simulations of data resembling real data. We 
begin by discussing conclusions by authors in multiple biclustering domains and pro-
vide the settings to generate reference datasets for each application domain. Finally, we 
show an empirical approach in a scenario where no studies are available and how to use 
biclustering algorithms to infer properties for synthetic dataset generation. This empiri-
cal approach is illustrated with a gene expression microarray dataset.

Illustrative datasets

In this section, we illustrate the capacities of G-Bic to simulate synthetic datasets for 
comparative studies. Assessing biclustering algorithms in simple solutions is an essen-
tial step to characterize the behavior of the algorithms and identify their limitations [1, 
27–30]. The settings for these datasets are in Table 3. We consider three scenarios: in 
the first scenario, a synthetic dataset with a single bicluster, illustrated in Fig. 10. Second, 
we illustrate the plaid models by illustrating a dataset with an overlapping between two 
biclusters, illustrated in Fig. 11. Finally, the last illustrative dataset shows the temporal 
patterns created by G-Bic, illustrated in Fig. 12.

Baseline datasets

Six data domains were considered, each varying with regards to variable types (R-Real 
Valued, S-Symbolic, B-Binary, I-Integer, C-contiguous, and H-Heterogeneous), rep-
resented in Table  4. While these datasets do not help compare biclustering algo-
rithms, they serve as a reference baseline to generate comparable, reproducible dataset 
benchmarks.

The most studied parameter in biclustering algorithms is their robustness to the pres-
ence of noise in numeric datasets [1, 27, 29, 30]. G-Bic has three different parameters 
to control the quality of the datasets: the number of missing values, the noise (small 

Fig. 9  G-Bic generates files with a focus on accessibility. In A, the .txt generated by G-Bic has the information 
for each bicluster in a human-friendly view. In B, .json file has the information associated with the dataset and 
the biclusters structured to import the data into a programming script easily
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fluctuations of the dataset) and the number of errors in the dataset (quantity of signifi-
cant fluctuations of the dataset).

Another dataset characteristic often studied is the overlap between bicluster solutions. 
This is challenging due to the inherent restrictions associated with some biclustering 
searches and the complexity of plaid models [59]. Previous studies compare the perfor-
mance of biclustering algorithms in overlapping biclusters by varying the row and col-
umn overlap degree [27, 29, 30]. G-Bic allows not only to personalize the percentage of 
overlapping elements over rows and columns but also to define how many biclusters will 
overlap and the type of plaid coherency (additive, multiplicative, and interpoled).

Simulating datasets based on a literature review

In this section, we begin discussing the simulation of data similar to real data. To ensure 
the coverage of different data domains, we focus on five popular areas of application 

Table 3  Setting for the illustrative datasets

Properties Illustrative 1 Illustrative 2 Illustrative 3

Dataset Data type Real-valued

Size 100× 100

Alphabet [-100,100]

Background N(0,30)

Biclusters Number 1 2 10

Number of rows 50 50 U(3,12)

Number of cols 50 50 U(10,20)

Row Pattern Constant Constant None

Col Pattern Constant Constant Order Preserving

Contiguity No No Yes

Time Profile None None Monotonically Decreasing

Overlapping Plaid Coherency No Overlapping Additive No Overlapping

% of Overlapping biclusters N.A 100 % N.A

Maximum number of biclus-
ter interations

N.A 2 N.A

% of overlapping elements N.A 50 % N.A

% of overlapping rows N.A 50 % N.A

% of overlapping columns N.A 50 % N.A

Quality No noise, errors or missing values

Fig. 10  Synthetic dataset with a single constant bicluster. The produced dataset has the appearance of (A). 
For visualizing the biclustering solution, a reordering of rows and columns is needed to visualize the bicluster 
in (B)
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of biclustering: gene expression data, text mining, recommendation systems, biomedi-
cal, and Spatio-temporal data. We choose one reference dataset for each applicational 
domain based on a previous biclustering study, summarized in Table 5 , and explained 
below.

In the context of gene expression data, it is worth noticing that transcriptomic 
data is a prevalent application domain for biclustering, so studies often consider 
RNAseq or microarray data when comparing the performance of their algorithms 
by using both internal and biological relevance metrics [38]. Comparative studies 
[1, 27–29] and applications reviews [7, 32] highlight this observation. From these 

Fig. 11  G-Bic generates biclusters with plaid assumptions, representing biological scenarios where genes 
participate in several biological processes

Fig. 12  G-Bic generates biclusters representing temporal contiguity patterns. Parameters were selected to 
simplify the visualization. A close-up of one of the order-preserving biclusters shows four rows with a similar 
pattern over a few contiguous time points
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studies, we choose the arabidosis microarray data that captures the expression levels 
of a few thousand genes on a few hundred experimental conditions [60] , hence rep-
resentative of the dimensionality and data size of transcriptomic data.

For recommendation systems, we considered the MovieLens-20  M dataset, a 
popular benchmark dataset in several biclustering studies. Recommendations sys-
tem datasets use integers to represent the preferences of thousands of users over 
thousands of products, frequently associated with a high sparsity [19, 61, 63–65].

In text mining, Reuters-21578 is used in most biclustering studies and consists of 
thousands of terms over thousands of documents, with a high sparsity [62, 66].

The fourth dataset considers Clinical data. While clinical data is often used in 
biclustering studies, their general characteristics vary from application to applica-
tion. Our primary reference is the study by Vandromme et al. [6]. In this context, the 
reference clinical dataset has a heterogeneous nature, high sparsity, and hundreds of 
observations and attributes.

The final simulated dataset comes from Spatio-temporal data. Spatio-temporal 
data has two challenges: First, since the application domains, so do the data char-
acteristics. Second, most studies do not share the data or its specific characteris-
tics. We considered the work by Castanho et al. [12], who evaluated the capacities of 
biclustering on fMRI data.

Considering the settings based on the definitions from Madeira and Oliveira [2] 
and the conclusions by studies that apply biclustering algorithms in each domain, 
the parameters for the simulated datasets are present in Table 6.

Table 4  Setting for baseline datasets

Properties Dataset R Dataset S DatasetB Dataset I Dataset C Dataset H

dataset Data type Real-valued Symbolic Integer Integer Real-valued Heterogeneous (50% 
real, 50% symbolic)

Size 1000× 100 1000× 100 1000× 100 1000× 100 1000× 100 1000× 100

Alphabet [-100,100] {a,b,c,d,e} {1,0} [0,100] [-100,100] [-100,100] and 
{a,b,c,d,e}

Background N(0,30) Missing Missing Uniform Uniform Missing

bics Number 1 1 1 1 1 1

Dimensions 50× 50 50× 50 50× 50 50× 50 50× 50 50× 50

Contiguity No No No No Yes No

Table 5  Example datasets considered for each simulation scenario

Dataset Context Description Dimensions Size

1 Gene Expression Arabidopsis [60] Genes × Conditions 21031× 351

2 Recommendation Systems MovieLens-20M [19, 61] Users × Movies 138000× 27000

3 Text Mining Reuters-21578 [62] Terms × Documents 29930× 21578

4 Clinical Data PMSI2013 [6] Patients × Clinical Data 49231× 7941

5 Spatio-Temporal data fMRI time series [12] Brain Regions × Time 30× 150
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A methodology to simulate real data

In the previous section, we discussed the parameterizations to generate datasets 
based on previous research. This section proposed an empirical methodology to 
decide on the G-Bic parameters for dataset simulation. First, we explain the general 
methodology, which is illustrated in Fig. 13. Second, we illustrate this methodology 
by applying it to a gene expression dataset.

In this methodology, we consider a reference dataset. Any dataset has two types of 
properties, illustrated in Fig. 14: Trivial and Non-trivial properties. The trivial prop-
erties can be directly observed in the dataset. Examples of trivial properties are the 
dataset size, the background distribution, or the percentage of missing values. How-
ever, there are a few non-trivial properties, such as the coherence assumption in the 

Table 6  Settings to simulate real datasets

Parameters Gene 
expression

Recommendation 
systems

Text mining Clinical 
data

Spatio-
temporal 
data

Dataset 
properties

Number of 
rows

10000 200000 30000 50000 30

Number of 
columns

100 30000 20000 8000 150

Heterogene-
ous?

No No No Yes No

Properties Background 
with 10% 
noise

Background with 
95,5% Missing 
values

Background 
with 99,8% 
missing values

Background 
with 99,8% 
missing 
values

Background 
with 50% 
noise and 20% 
errors

Bicluster 
properties

Number of 
biclusters

500 3000 70 30 20

Rows struc-
ture

U(80,400) U(30,70) U(1000,10000) U(20,100) U(2,4)

Columns 
structure

U(20,40) U(3,7) U(600,6000) U(5,15) U(7,10)

Contiguity No No No No Yes

Biclustering patterns Additive 
and Order 
Preserving

Order Preserving Constant and 
Order Preserv-
ing

Order Pre-
serving

Additive and 
Multiplicative

Overlapping 10% bics 
with addi-
tive overlap

None None None None

Fig. 13  Methodology to simulate synthetic data resembling real data. A reference biclustering algorithm 
produces results under different homogeneity criteria, from which synthetic datasets are produced
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data and the number and structure of the biclusters. For these, we propose that the 
parameters should be either decided from: (A) the properties of the biclustering solu-
tions on previous studies on the application domain or (B) a reference biclustering 
algorithm as a reference to identify the properties of the patterns in the original data.

This methodology has the challenge of being dependent on the choice and parame-
terization of a reference biclustering algorithm. While several biclustering algorithms 
could be used to infer the dataset’s properties, we suggest the use of BicPAMS since 
it is a flexible, highly parametrizable algorithm with well-defined solutions in terms 
of coherency patterns, integrating state-of-the-art contributions on pattern-based 
biclustering [5, 37].

A potential issue with using a biclustering algorithm as a reference to extract rel-
evant features for the synthetic data generation is the risk of generating biased results 
towards the specific algorithm. To guarantee that the reference biclustering solution is 
representative of the patterns in the original dataset, we propose that several reference 
biclustering candidates should be used, either various biclustering algorithms or differ-
ent parametrizations of the same algorithm, as illustrated in Fig. 15. These candidates 
should be tested and evaluated with decision criteria, which could consist of either (A) 
internal metrics, selecting the candidate that produced the most homogeneous solutions 
given an adequate metric, (B) statistical significance metrics, selecting the candidate that 
produced the most statistically relevant biclustering solution or (C) descriptive metrics 
such as the number of biclusters or their size as decisive criteria.

Fig. 14  The datasets have trivial properties that can be directly observed in the dataset and non-trivial 
properties. To determine these non-trivial properties, we suggest an extrapolation based on previous studies 
on the application domains or using a biclustering algorithm as a reference

Fig. 15  To guarantee that the biclusters represent patterns in the original data, several candidates could be 
used with criteria for decision-making
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Illustrative results

To illustrate the approach, we considered the simulation of synthetic data resembling 
the dlblc dataset, which can be accessed in https://​web.​ist.​utl.​pt/​rmch/​bicpa​ms/. The 
dlblc dataset measures the expression of 660 genes across 180 experimental condi-
tions [37, 67]. To decide the coherence of the biclustering solution, we considered 
four iterations of BicPAMS, considering four coherencies: Constant, Additive, Mul-
tiplicative, and Order Preserving. Table 7 describes the relevant parameters used in 
BicPAMS. We considered internal homogeneity a decision criterion evaluated by 
the virtual error metric. Figure  16 shows the virtual error for each configuration, 
and Table 8 shows the size of each biclustering algorithm. Based on the homogene-
ity decision, we generate data with constant biclusters. We considered results from 

Table 7  Parametrization of BicPAMS

We applied BicPAMS to the reference dataset dlblc based on the previously discussed methodology. The table only has the 
relevant parameters; the remaining were set as default

Parameters Values

Coherency strength 6

Merging overlap 80%

Pattern orientation Rows

Minimum columns 4

Fig. 16  Virtual Error of each reference candidate algorithm. Each candidate generates a biclustering solution 
with a different homogeneity. The “constant” candidate creates solutions with lower virtual error

Table 8  The size of each BicPAMS candidate solution

Configuration (coherency) Number of biclusters Number of rows 
(average)

Number of 
columns 
(average)

Constant 52 73 4

Additive 7702 51 4

Order preserving 129 88 4

Multiplicative 1134 30 4

https://web.ist.utl.pt/rmch/bicpams/
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the previous section (overlapping and quality) for the additional parameters. Table 9 
shows the G-Bic configurations that generate the synthetic dataset.

Figure 17 compares the homogeneity distributions of the reference biclustering (which 
we assume to be representative of the original data) and the simulated biclustering (pro-
duced by G-Bic). We can observe that the distributions are similar.

Conclusion
Biclustering algorithms, initially developed for gene expression data analysis, are gain-
ing increased importance in several domains, which raises challenges regarding intrin-
sic data diversity. Since every developed algorithm tries to improve the state-of-the-art, 
reproducible synthetic benchmarks for a fair algorithmic comparison are increasingly 
important.

The main contribution of this study is the proposal of G-Bic, a synthetic data genera-
tor for biclustering. G-Bic provides a programmatic and graphical facility for the func-
tional and standardized assessment of existing and upcoming unsupervised learning 
contributions in the field. Biclustering algorithms expand upon traditional clustering 
due to their flexibility in detecting patterns. G-Bic allows the generation of datasets with 
diverse characteristics, namely varying coherency and overlapping options. It is also the 

Table 9  Parametrization of G-Bic

We used G-Bic to generate a synthetic dataset with similar properties based on the reference biclustering

Parameters Values

Dataset properties Number of rows 660

Number of columns 180

Dataset type Numeric

Data type of rows Real valued

Min value −100

Max value 100

Background type Normal (0,45)

Bicluster properties Number of biclusters 52

Row distribution Normal (73,3)

Number of columns 4

Contiguity None

Bicluster patterns Row Pattern Constant

Column pattern None

Overlapping settings Plaid Coherency Additive

% of overlapping biclusters 10

Maximum number of bicluster interactions 5

% of overlapping rows 10

% of overlapping rows 10

Quality % Missing values on background 0

% Missing values on biclusters 0

% Noise values on background 0

% Noise values on background 40

Noise deviation 90

% Errors values on background 0

% Errors values on background 10
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first contribution providing the ability to generate heterogeneous and time series data 
with planted pattern solutions, accompanying the expanding application scenarios for 
biclustering.

Complementarily, we provide benchmark datasets for a normative assessment of the 
characteristics of biclustering algorithms. Parameters to simulate real datasets are pro-
vided based on previous literature, and an empirical methodology to generate datasets 
similar to real data is given. These indications are expected to improve the current status 
on the evaluation of pattern mining and subspace clustering algorithms.
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