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Introduction
The volume of biomedical documents has increased considerably since medical records 
were digitized. The patient-doctor interactions also lead to a considerable increase in 
biomedical papers. With more than 3500 documents added daily to different journals. 
Pubmed has around 36 million citations and abstracts of biomedical literature [1]. All 
these resources provide a valuable source of information to health practitioners, doctors, 
and researchers. However, retrieving information from this enormous knowledge base is 
cumbersome and time-consuming. Thus, text summarization is a potential solution to 
this information overload problem. Text summarization condenses this information for 
quick and efficient consumption.

Text summarization is the art of condensing lengthy textual documents into con-
cise versions while retaining the original document’s core meaning and informational 
value. Doing so results in more digestible and easily comprehensible documents to 
the reader. This process facilitates the efficient handling of extensive documents. In 
formal terms, text summarization involves thoroughly analyzing and processing 
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lengthy text documents to distill their essence for immediate consumption. This, in 
turn, enhances understanding and readability without sacrificing the document’s 
overall meaning and significance.

Text summarization is helpful as it serves the following purposes: Text summari-
zation produces smaller documents, reducing the input documents’ size and hence 
a shorter reading time; text summarization helps produce reports used by commer-
cial companies for easier decision-making; text summaries are useful in stock markets 
and reviewing financial statements; emails are easily comprehensible if email summa-
rization is employed [2]; for e-learning systems, text summarization is highly benefi-
cial; text summaries are highly useful in determining the polarity and sentiment of a 
document [3]. Hence, we find an excellent motivation to work on the text summariza-
tion and improve the process [4].

Text summarization is categorized into abstractive, extractive, and hybrid sum-
maries depending on whether only a subset of sentences is chosen without any 
transformation of the selected sentences. If a subset of sentences is chosen that are 
representatives of the original document, without any modification of the original 
sentences, we call this extractive summarization. While as if some transformation 
is done for the selected subset of sentences, we call it abstractive summarization. 
We apply natural language generation tools to extractive summaries to obtain their 
abstractive version. Thus, the summarized sentences are distinct from the original 
set of sentences. The summarised document’s contents are different from the initial 
set of sentences in the original document. Both abstractive and extractive rules are 
applied in the hybrid summarization, hence the hybrid name for the summarization 
technique.

All three summarization techniques employ stylistic and syntactic rules to obtain 
summaries. Standard features used are the relative position of the sentence, length of 
the sentences, and presence of verb phrases and noun phrases. These features scale up 
well, but these methods miss out on an essential and characteristic feature of the textual 
structure, i.e., textual semantics. Semantics form an inherent and crucial feature of the 
input document but are overlooked by the existing summarizers in the literature. Hence, 
the existing summarizers are overlooking this aspect of the text. These summarizers 
assume that only statistical features are central to the summarization and thus miss out 
on semantics.

We use distributional semantic models to capture the semantics of the text. However, 
directly applying these models to biomedical text processing has limitations. These mod-
els are trained on general domain datasets; thus, their application on biomedical docu-
ments does not yield good results [5]. These documents include medical terminologies 
like abbreviations, synonyms, and hyponyms specific to the medical domain only. The 
word distributions of the biomedical documents differ from the other domain docu-
ments. Thus, applying the general domain semantic models to biomedical documents 
for text summarization achieves inaccurate results [6].

We introduce the application of bio-semantic models for text summarization. These 
bio-semantic models are extensions of distributional semantic models trained on bio-
medical datasets. In this study, we primarily focus on summarizing textual papers in the 
biomedical domain, which are an integral part of the vast biomedical literature.
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In this paper, we hypothesize that the bio-semantic models that are extensions of the 
distributional semantic models result in better biomedical text summarizers. We imple-
ment text summarizers using these bio-semantic models. We use these models to cap-
ture semantics from the text by computing semantic coherence between two textual 
elements and then use them as a text summarization feature. Our evaluation of the 
results proves that the bio-semantic summarizer produces better quality summaries 
than the summarizers that do not use semantic models for the biomedical domain and 
achieve state-of-the-art results. The characteristic of our biomedical semantic summa-
rizer is exciting and novel, considering that no summarization in the biomedical domain 
uses bio-semantic models for extracting semantic features and then using them for text 
summarization.

We propose an extractive summarization technique using bio-semantics models. The 
proposed bio-semantic summarizing system consists of four steps:

• Semantics of the text is used as a feature to obtain text summaries. We use bio-
semantic models to obtain semantics. These models are used to obtain our novel big-
vectors. Big-vectors are semantic bag-of-words extensions of the sentences. Each sen-
tence of the input text document is fed to the bio-semantic model to obtain semantic 
transformation of the sentence. More precisely, the words of the sentence are given 
to the bio-semantic models to retrieve their word vectors. These word vectors for the 
given sentence are then concatenated to obtain a unique big-vector for the sentence.

• Next, we use a k-means clustering algorithm to cluster these big-vectors into differ-
ent clusters.

• Next, ranking is performed on each cluster to obtain ranked sentences. We use our 
novel ranking algorithm that uses sentence scoring functions to obtain ranks for each 
sentence in the input document.

• The last step chooses the summary sentences among the highest-ranked sentences.

The term ’semantic bag-of-words’ refers to a representation that captures the semantic 
content of a document or sentence in a manner similar to the traditional bag-of-words 
model. In a standard bag-of-words approach, the emphasis is on word frequency, treat-
ing each word as an isolated unit without considering its semantic relationships with 
other words. In contrast, the ’semantic bag-of-words’ extends this concept by incorpo-
rating semantic information. Each ’big-vector,’ which is an extension of the traditional 
bag-of-words representation, not only considers the occurrence of individual words 
but also encodes their semantic meaning. This is achieved by leveraging distributional 
semantic models that analyze the contextual relationships between words. In essence, 
’big-vectors’ serve as semantic extensions of traditional bag-of-words representations, 
providing a more nuanced understanding of the text by considering the semantic asso-
ciations between words.

To validate our hypothesis, we performed experiments using two different bio-
semantic models. We used the dataset used by Givchi et al. [5]. The dataset is publicly 
available.1

1 https:// github. com/ azade hgivc hi/ abs_ biomed_ summa ry/ tree/ main.

https://github.com/azadehgivchi/abs_biomed_summary/tree/main
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In the realm of biomedical text summarization, an extensive body of literature exists, 
with numerous studies delving into various aspects of this field. These investigations 
have yielded valuable insights into the challenges and opportunities surrounding the 
summarization of biomedical documents.

Within this context, it is imperative to recognize that while existing research has sig-
nificantly contributed to the domain of text summarization, it also reveals some note-
worthy gaps and unexplored avenues. Notably, many of the conventional summarization 
methods have primarily emphasized statistical and structural aspects of the text, often 
sidelining a pivotal facet–the intricate semantics of biomedical documents. Despite the 
rich and nuanced semantics intrinsic to the biomedical domain, previous summariza-
tion models have been limited in their ability to harness this semantic wealth.

As a result, a critical literature gap emerges that underscores the need for approaches 
capable of incorporating and leveraging the semantic intricacies inherent in biomedical 
texts. The vast and diverse terminology, including medical abbreviations, synonyms, and 
domain-specific word distributions, poses a unique challenge that necessitates the devel-
opment of specialized methods. Existing summarizers, trained on more general data-
sets, often fall short when applied to the idiosyncrasies of biomedical documents.

These considerations lay the foundation for our study’s motivations. In this research, 
we aim to bridge the gap between conventional summarization methods and the distinc-
tive semantic landscape of biomedical literature. By introducing “bio-semantic” models, 
extensions of distributional semantic models trained on biomedical datasets, we aspire 
to enhance the summarization process and elevate it to new levels of effectiveness. Our 
primary goal is to investigate the potential of these models in improving the quality of 
biomedical text summarization.

Furthermore, by conducting rigorous experiments and evaluations, we seek to pro-
vide empirical evidence that substantiates the superiority of bio-semantic summariza-
tion over conventional approaches. Our pursuit of state-of-the-art results is driven by 
the compelling motivation to offer the biomedical community an advanced summari-
zation tool that optimally captures and conveys the intricate semantics of biomedical 
documents.

By addressing these literature gaps and motivations, our study contributes to the 
ongoing evolution of text summarization in the biomedical domain and presents a novel 
approach that is tailor-made for the unique characteristics of this field.

The results of our summarizer are evaluated using ROUGE (Recall-Oriented Under-
study for Gisting Evaluation). ROUGE produces results using the comparison of ground 
truth (human summaries) and system-generated summaries. It quantifies results by 
generating different metrics like precision, recall, and f-score. Three different ROUGE 
scores namely ROUGE-1, ROUGE-2 and ROUGE-L are reported for evaluation of our 
results. We have used these specific ROUGE types since they are standard metrics for 
evaluating text summarization models, and many previous studies have reported results 
using these metrics. Their widespread adoption enables easy comparisons with existing 
literature and benchmarking against other models.

We also compare our system with other biomedical summarizers found in the liter-
ature. The results confirmed our hypothesis and effectively described the competitive 
effectiveness of our proposed system.
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The rest of the paper is described in the following manner. Section  “Related works" 
discusses exhaustive state-of-art text summarization, Sect. “Methodology” discusses the 
methodology employed, Sect. “Experimental setup and results”   discusses the results 
and comparative analysis, and we finally conclude in Sect. “Conclusion and future work”.

Related works
This section covers various aspects of text summarization, including the techniques 
employed by automatic summarization systems, their limitations, and the benefits they 
offer compared to others. A comprehensive examination of various methods, tech-
niques, and feature selection is conducted to draw conclusions and identify remaining 
challenges.

Unsupervised techniques

The unsupervised approach of text summarization uses statistical features of text for 
summarizing the documents. It is the most used approach for summarization. The ear-
liest attempt to obtain text summaries was made by Luhn in 1950. Luhn worked with 
the assumption that a document consists of various concepts and terms. The most 
important terms for summarization are the most frequent terms used in the document. 
This leads to the conclusion that the more frequently the term is in the document, the 
higher its importance for the summary. Luhn also concluded that these frequent terms 
are thematic terms or descriptive terms. Luhn thus proposed that such terms should be 
included in the summaries [7].

Edmundson et  al. [8] extended Luhn’s work by incorporating extra features that 
improve the score of relevant sentences for text summarization. They selected the fol-
lowing characteristics to score the sentences in the documents: (1) word frequency; (2) 
the number of title word occurrences in a sentence; (3) Position of the sentence in the 
document; the more important the sentence, the higher it is in the document. Baxendale 
et al. [9] laid the framework for abstract summarizers. The paper mentions that summa-
ries can be created by adding sentences from those not in the document’s text.

The unsupervised technique employed in the literature includes the works like [10–
12]. They use different features to rank sentences and produce extractive summaries. 
These features are statistical and used to rank sentences for summarization. Mihalcea 
et  al. introduced textrank [13], an algorithm that uses several statistical features and 
one specialized function that calculates a weighted sum for calculating the similarity 
between sentences [14].

Query based text summarization

In this technique, the summaries are generated by a scoring mechanism. The sentences 
that contain the query terms are scored higher and thus obtain higher ranks. These high-
ranked sentences constitute the summary of the input documents. More specifically, 
this approach centres around the user query terms and their extensions. The user-input 
query terms form the basis of this type of summarizing model.

Higher-scoring sentences and other structural elements are the summarizer’s output. 
With query-based summarization, the output summaries may have extracts composed 
of different portions or sections of the input text; hence, summaries are the union of 
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these other extracts. In their paper [15] uses long text queries to solve word sense disam-
biguation problems in Urdu information retrieval system.

To overcome the issue caused by the incomplete information within the initial que-
ries, the paper [16] proposed to combine a query expansion method with a graph-based 
summarization strategy. The input text document used as an input for summarization 
is used for query expansion rather than any external sources like WordNet. The paper 
[17] uses sentence-to-sentence and word-to-sentence mapping for query expansion. 
They evaluated their system using DUC 2006 and DUC 2007 datasets. The evaluation of 
the results confirms that their system performs better than the system that does not use 
query expansion. The Support Vector Regression (SVR) is used by [18] to find important 
sentences in the input document for summary generation in response to the user query. 
[19] designed a query-based text summarizer using word sense disambiguation. They 
expand the queries using common sense knowledge. [20] uses query-based summariza-
tion to obtain slide-based presentations for the research articles.

Machine learning based approaches

Recent advances in machine learning algorithms have made automatic text summariz-
ing (ATS) applications possible. The techniques employed by these algorithms include 
identifying and extracting suitable feature and their corresponding application for the 
design of ATS. These algorithms create a model and then use that for the ATS. The 
learned model then determines the sentences that will be part of the summaries. There 
are various ATSs defined in the literature using machine learning. Several studies have 
utilized different methods to generate extractive summaries. For instance, [21] employed 
the Support Vector Machines (SVM) and the Naive Bayes model with relevant, topic, 
event, and content features. Meanwhile, [22] developed an extractive summarizer using 
machine learning techniques and statistical and linguistic data directly from the source 
textual document. [23] utilized hidden Markov chains (HMMs), and [24] enhanced 
extractive summary outcomes by ordering sentences in the documents.

Neural networks based approaches

Deep learning has gained popularity due to recent technological advancements and 
decreased memory costs. When appropriate training data is available, neural network 
summarizers perform better than traditional automatic summarizers with minimal 
human intervention. In their paper, [25] presents an overview of all the neural network 
algorithms that are used as state-of-art for summarising text. Researchers have used 
neural networks in various forms to develop text summarization systems. For example, 
[26] utilized continuous vectors based on neural networks to create an extractive sum-
marizer and achieved better results. The first abstractive summarizer using CNNs was 
introduced by [27]. [28] built on this work by creating an abstractive summarizer using 
CNNs and other neural networks. An RNN with an attentional encoder-decoder was 
used by [29] to generate an abstractive summary. COPYNET, a sequence-to-sequence 
learning technique that copies text segments at specific intervals, was introduced by 
[30]. The off-vocabulary problem was tackled by [31] using a neural network and a 
pointer-generator approach. The Chinese corpus was used by [32] to generate a sum-
mary. [33] described a neural network that uses a distraction strategy to allow users to 
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focus on different input parts. A semantic relevance-based neural network was used by 
[34] to create semantically important summaries of Chinese data. Finally, [35] used a bi-
directional LSTM encoder to generate an extracted summary.

Graph based approaches

[36] Graph-based techniques used supervised and unsupervised learning schemes to 
create extractive single-document summaries. The goal is to find relevant sentences 
by extracting statistical aspects from these two approaches and then use graphs to 
determine sentence coherence. [37] computed word similarity adjacency networks 
to arbitrate authorship. They used text as a graph to identify the author. [38] employs 
multi-layer graph approaches for summarising several documents, where nodes repre-
sent sentences and edges represent the coherence between the two sentences. In their 
paper [39] achieved good results on multi-lingual datasets.

Biomedical summarization

With the increased focus on domain-specific NLP applications, automatic text summari-
zation for biomedical documents has recently gained much attention. Various biomedi-
cal text summarizers exist in the literature that achieves good results. [40] designed a 
deep bidirectional language model that uses contextual embeddings. The system works 
on the context and achieves better results than the baselines. [41] uses reinforcement 
learning-based biomedical summarization to summarize biomedical papers from their 
abstracts as headlines. These headlines are the domain-aware abstractive summaries of 
the input papers. [42] uses BERT and openAI GPT-2 to design the biomedical text sum-
marizer. The designed system uses keywords extracted from the original text articles. 
[43] uses transfer learning employing text-to-text summarization set up. The model uses 
RNN with an attention mechanism to perform abstractive summarization of the medical 
documents.

These state-of-the-art systems achieve efficient results and contribute to the knowl-
edge base, leading to efficient text summaries. However, all these systems have some 
drawbacks. Neural network-based summarizers produce good summaries; however, 
they require large volumes of data and enormous computation time. Machine learning-
based systems require feature identification and selection for performing competitively. 
Unsupervised and graph-based methods tend to miss out on essential and fundamental 
features, i.e., semantics and meaning of data. Thus, we propose a domain-specific text 
summarizer for the biomedical domain that captures the text’s underlying meaning and 
semantics. The proposed approach uses neural networks and unsupervised algorithms 
to summarize biomedical documents. The evaluation and analysis of our results confirm 
that using semantics as a feature for text summarization improves the system’s perfor-
mance as a whole.

Methodology
In this section, we describe our methodology for constructing our ATS for biomedical 
documents using bio-semantic models. The novelty of our approach is using bio-seman-
tic models for utilizing semantics as a feature for ATS. We employ bio-semantic models 
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for extracting semantic features and then use these features along with other stylistic 
and statistical features. Figure 1 shows the architecture of our proposed approach.

More specifically, our proposed approach consists of the following steps: (1) Pre-
processing text for text normalization and inconsistency removal; (2) Distributional 
semantic models used to capture text’s semantics;(3) The vectors generated by dis-
tributional semantic models are combined through our novel vector generation 
algorithm known as the big-vector generation algorithm to produce dense semantic 
extensions of the input sentences.; (4) We then cluster the semantically similar sen-
tences together in a single cluster using the clustering algorithms. The single cluster 
is a coherent representation of the most similar sentences.; (5) Ranking algorithm to 
obtain scores for each sentence from each cluster; and (6) Normalization of scores for 
efficient sentence extraction to obtain the summary.

Preprocessing

Preprocessing is an essential step in our system. The purpose of preprocessing is to clean 
the data and remove inconsistencies. Preprocessing is performed to make data uniform 
and processing-ready. We perform the following functions during preprocessing:

• Remove unnecessary parts from papers: The unnecessary elements from the 
paper, like abstract, title, tables, figures, and references, are unnecessary regarding 
summarization. Thus, they are removed from input documents before our system 
processes them.

• Tokenization: The input text is processed in the same units for uniformity. We 
break text into words for efficient processing.

• Removing punctuations and numbers: Numbers and punctuations convey no 
meaningful information content and are thus removed from the input text.

• Lowercase: All the text is converted to lowercase for efficient processing.
• Lemmatization: Lemmatization is a text normalization technique used in Natural 

Language Processing (NLP). It’s used to identify word variations and determine 
the root of a word. Lemmatization groups different inflected forms of words into 
the root form, which have the same meaning. For example, a lemmatization algo-
rithm would reduce the word “better” to its root word, or “lemma” or “good”. The 
words extracted during tokenization are then transformed into their base or root 
form through lemmatization, ensuring consistency and aiding in subsequent anal-
ysis. This step is facilitated using the Stanford Core NLP package [44].

Fig. 1 Overall working of the system



Page 9 of 21Kirmani et al. BMC Bioinformatics          (2024) 25:152  

Capturing semantics using distributional bio‑semantic models

Bio-semantic models are the extensions of distributional semantic models. These models 
are domain-specific and limited to the biomedical domain. These models work on the 
principle of distributional hypothesis. According to this hypothesis, words used in the 
same context tend to have similar meanings. These models do not require any lexical and 
linguistic analysis. Furthermore, these models are independent of external information 
to obtain semantics.
Bio-semantic models are the pre-trained language representational models for the 

bio-medical domain. They are trained in the biomedical domain corpora like PubMed 
abstracts and PMC full-text articles. These models are used in various biomedical NLP 
applications like Named Entity Recognition, Question-Answering systems [45, 46], Neu-
ral Machine Translation [47], and Relation Extraction [48].

Our approach uses word embeddings to build semantic models that capture the coher-
ence between two textual elements. These models create word embeddings by using sta-
tistical computations on the context in which the word appears, considering the words 
that occur close to the target word. The resulting dense vector representation of the tar-
get word is called word embedding. The coherence between two elements is measured 
using these word embeddings. Using these models in text summarization helps capture 
the meaning and relationships between sentences, leading to a summary that preserves 
the semantic coherence of the original text. Word embeddings are high-dimensional 
real-valued vectors generated for each word. They have been found to be helpful in 
NLP tasks such as text classification, sentiment analysis [49], and machine translation. 
In high-dimensional vector spaces, these representations and their geometric properties 
can help determine the coherence of various word usages. This results in the observation 
that words close in high-dimensional vector spaces are syntactically and semantically 
similar.

We have employed two distributional bio-semantic models, namely BioBERT [45] 
and a biomedical extension of Word2Vec [50], in various experiments to validate our 
hypothesis. These models are extensions of distributional semantic models. Word2Vec, 
a two-layer neural network model, excels at producing high-quality text semantics. It 
accomplishes this by transforming words into high-dimensional vector space embed-
dings, with the model taking a word as input and generating a semantic-rich vector as 
output–a name that aptly describes its functionality.

Word2Vec offers two architectures: Continuous Bag of Vectors (CBOW) and Skip-
gram. The CBOW model predicts a word from its context, while Skip-gram is used to 
predict the context surrounding a given word. Moen et al. [50] crafted 200-dimensional 
vectors using Word2Vec [51], leveraging all publication abstracts from PubMed and full-
text documents from the PubMed Central Open Access subset. They employed a skip-
gram model with a window size of 5, hierarchical softmax training, and a frequent word 
subsampling threshold of 0.001 to construct these 200-dimensional vectors.

BioBERT [45] (Bidirectional Encoder Representations from Transformers for Bio-
medical Text Mining) represents a specialized extension of BERT [52] tailored for the 
biomedical domain. In the subsequent subsection, we introduce our novel Big-vector 
generation algorithm, which plays a crucial role in capturing semantic information from 
the input biomedical documents.
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Big‑vector generation

Our big-vector generation process introduces a novel algorithm for constructing big-vec-
tors from the vectors generated by distributional bio-semantic models. To achieve this, we 
feed all the words in the input text into the bio-semantic models. This allows us to obtain 
concatenated vectors for each sentence, effectively creating a comprehensive bag of words 
represented by a single vector.

Let’s denote β(w) as a function responsible for retrieving a list of the top ’m’ simi-
lar words from a given bio-semantic model. Mathematically, this function can be 
expressed as w′ = β(w) = w′

1 ⊕ w′
2 ⊕ . . .⊕ w′

m . For a sentence comprising a sequence 
of ’k’ tokenized words represented as W = {w1,w2,w3, . . . ,wk} , where ’w’ repre-
sents a word from the sentence. We construct a big-vector BGV by concatenating the 
respective top ’m’ similar words for each word. In other words, BGV can be defined as 
BGV = {β(w1)⊕ β(w2)⊕ . . .⊕ β(wk)}.

This process allows us to create meaningful big-vectors that capture the essence of the 
input text and serve as valuable semantic representations for our summarization tasks.

This rich semantic vector is then fed to the clustering algorithm to obtain different clus-
ters representing all the semantic information for that cluster [53].

Clustering

In this phase, we employ the K-means clustering algorithm to group semantically rich big-
vectors obtained from the input sentences. These big-vectors represent an extension of the 
sentences as a semantic bag of words. It’s essential to note that these vectors result from 
applying distributional semantic models to capture the intricate semantic structures within 
the text.

The K-means clustering algorithm [54] is utilized to organize the big-vectors into dis-
tinct clusters. However, it’s crucial to highlight that the choice of clustering algorithm and 
parameters plays a pivotal role in shaping the summarization outcome. The algorithm aims 
to divide the sample space of big-vectors into semantically meaningful clusters, ensuring 
that each cluster comprises sentences with similar semantic content.

While the semantic content is a priority during clustering, the specific similarity met-
ric employed is an important consideration. In this context, we focus on capturing the 
semantic relationships between sentences without explicitly considering word positional 
information.

The clustering process serves two key purposes in enhancing the summarization pro-
cess. Firstly, it promotes diversity in the summary by ensuring the representation of various 
semantic dimensions in the original document. Secondly, it facilitates the efficient extrac-
tion of the most salient sentences from each cluster, contributing to the overall coherence 
and informativeness of the final summary.

Algorithm 1 Summarizing algorithm
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Ranking algorithm

Our novel ranking algorithm aims to assign sentence ranks according to different sur-
face-level features. The features that we include in our system are the following:

• Sentence length: The length of the sentence is directly proportional to its impor-
tance. We use sentence length as a feature for our summarizer.

• Sentence Position: the position of the sentence describes its importance. The more 
important the sentence, the higher its position. Thus, using it as a feature for rank-
ing is important for summary generation. The sentence position score is calcu-
lated as follows: 

 where, spi  is the sentence position score of ith sentence of the input document S, and 
|S| is the number of sentences in the input document.

• Frequency (TF-IDF): TF-IDF is a crucial distinguishing feature in any text summa-
rization system. It locates the most important terms in any document. The rank-
ing algorithm uses this attribute to find the essential words and, thus, sentences 
in the textual content. The ranking algorithm calculates the TF-IDF score of indi-
vidual words and then uses the score of individual words to calculate the TF-IDF 
score of sentences. TF-IDF of the sentence is the sum of the TF-IDF scores of the 
individual words in the sentence. Formally, TF − IDF  of a sentence si is calculated 
as: 

s
p
i = 1−

si − 1

|S|
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 where the tf (w) is a function which gives the TF − IDF  score of a word w.
• Verb phrase noun phrase: The most important sentence in the input text has 

both a noun and a verb phrase. An imperative sentence contains one of these two 
phrases, and the precedence of either is ranked higher by our ranking algorithm.

• Proper nouns: Proper nouns contain direct referrals to the subject. Hence, their 
existence in a sentence increases the importance of the sentence.

• The cosine similarity measure determines the similarity between two documents. 
In this algorithm, cosine similarity is a feature used in the ranking process. The 
cosine similarity between two sentences is calculated, and the higher the cosine 
similarity, the higher their rank. The average cosine similarity of the ith sentence, 
sci , is calculated by taking the sum of cosine similarity between sentence i and all 
other sentences, divided by the total number of sentences in the document (|S|). 
The equation is as follows: sci =

|S|
j=1,j �=i c(si ,sj)

|S|  , where c(si, sj) is the cosine similarity 
between sentence i and j.

The total score of the sentence is then calculated by summing the individual normal-
ized scores of each sentence. Algorithm  1 explains the proposed system algorithmi-
cally. Table  1 shows an example of scores calculated for some sentences using the 
ranking algorithm.

Connecting words are used to establish a relationship between two sentences. Thus, 
these words connect two consecutive sentences. The words like however, moreover, 
but, and because are examples of connecting words. The morphology of a sentence 
with these connecting words is such that the meaning of two sentences is incomplete 
without its connecting sentence. Thus, if a sentence starts with a connecting word 
chosen by our algorithm, we make including a connecting sentence essential for the 
summary, irrespective of its rank. After the execution of the ranking algorithm, we 
have sentences sorted in some order according to their ranks. The system then selects 
the best-ranked sentences for inclusion in the summary.

s
tf
i =

∑

w∈si

tf (w)

Table 1 Scores of ranking algorithm on example sentences

TF Term frequency-inverse document frequency, TW Token weight, C Cosine similarity, SL Sentence length, PN Proper nouns, 
T Total score

# Sentences Feature scores

TF TW C SL PN T

1 The drug reactions for Alkaline phosphate and serum amylase are 
usually rare and do not affect normal and healthy adults.

0.425 0.80 0.162 0.048 0.032 0.812

2 Experiments conducted in this study were controlled by introduc-
ing adults aged 35-40.

0.149 0.87 0.231 0.032 0.043 0.421

3 Assessments of different drug reactions were considered by 
including various parameters obtained using different controlled 
settings.

0.462 0.42 0.252 0.051 0.01 0.623

4 Drug and their antidotes are analyzed using different lab slides 
prepared by using microwaves

0.231 0.12 0.104 0.104 0.012 0.423
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This ATS (Automatic Text Summarization) algorithm aims to reduce redundancy in 
summaries by identifying and eliminating semantically similar sentences. It does this 
by clustering semantically similar sentences into a single cluster. If two sentences in 
the same cluster have almost similar ranking scores, it implies that they convey simi-
lar meanings and are included only once. The sentence with a higher sentence position 
score will be selected in summary. This feature is important in producing summaries of 
long technical papers where authors repeat sentences differently. Still, despite their high 
ranks, the algorithm can identify and discard them from the summaries.Figure 2 shows 
the overall working of the ranking algorithm.

Experimental setup and results
This section describes the datasets and the experiments to evaluate the proposed algo-
rithm and presents the recorded results.

Dataset

To the best of our knowledge, no proper dataset consisting of articles and their corre-
sponding human-generated summary, also known as reference summary, exists for the 
biomedical text-domain. Several types of research exist in literature where authors have 
used biomedical papers from various sources like PubMed and BioMed central and their 
corresponding abstracts as reference summaries [55, 56]. We have also used a similar 
kind of approach in this paper. The dataset we use is curated by [5]. In this dataset, 400 
random articles are downloaded from BioMed Central. The paper’s text is used as input 
files, and their corresponding abstracts act as reference files for comparison with the 
system-generated summaries. The dataset is publicly available for download.2 The rea-
son for using this as our dataset is that the experiments can be easily replicated. Table 2 
shows the statistical information of the dataset used in this paper.

Baselines

We evaluate our approach against the following sate-of-art baselines

Fig. 2 Functioning of ranking algorithm

Table 2 Statistical information of the Dataset used

No. of sentences per document No. of words per document

Min. Max. Avg. Min. Max. Avg.

50 610 163 836 10128 5511

2 https:// github. com/ azade hgivc hi/ abs_ biomed_ summa ry/ tree/ main.

https://github.com/azadehgivchi/abs_biomed_summary/tree/main
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• Graph‑based abstractive biomedical text summarization [5] Givchi et al. [5] use 
the graph-based technique to generate extractive summaries of biomedical text doc-
uments. They use the concept of frequent itemset mining to identify frequent con-
cept sets that are then represented as graphs, and the shortest path is used to obtain 
extractive summaries.

• Genism [57] The Gensim summarizer is based on the TextRank algorithm [13], 
which is a graph-based ranking algorithm used for summarization. In TextRank, the 
importance of a sentence is determined recursively based on the global state of the 
graph. The algorithm works by voting, where a vertex that is linked to other vertices 
receives votes, and the more votes it receives, the higher its rank.

• PyTextRank is a Python implementation of the TextRank algorithm for graph-based 
summarization, just like Genism, and it produces text summaries using feature vec-
tors. The main difference between the two is that PyTextRank uses spaCy for natural 
language processing and graph building, while Genism uses its own implementation.

• PKUSUMSUM [58] is a versatile summarization platform written in Java, offering 
support for multiple languages and incorporating ten different summarization meth-
ods. It caters to three primary summarization tasks: Single-document summariza-
tion, Multi-document summarization, and Topic-based Multi-document summari-
zation. The platform features a diverse and stable set of summarization techniques, 
making it a reliable reference system for our evaluation. Noteworthy summariza-
tion methods included within the platform are Centroid, LexPageRank, and Tex‑
tRank. For our evaluation, we have employed the single-document summarization 
approach, leveraging the LexPageRank method for summarization.

The baseline systems used in this paper are all state-of-art ATS. These systems achieve 
good results and are used for comparison with several other systems in the literature. 
These systems employ different kinds of summarization techniques, and thus, we can 
perform an exhaustive and comprehensive comparative analysis of our system. Further-
more, all these systems are publicly available; thus, experiments described in our paper 
are easily repeatable.

Summary evaluation

Out of the 400 input documents in the dataset, we randomly chose 30 input documents 
to evaluate our system and compare the results with the baselines. We generate sum-
maries for all the 30 papers selected using our proposed approach and the baselines. For 
extensive evaluation, short and lengthy summaries are generated by fixing the length of 
summaries to 15% and 25% of the original input document, respectively.

For evaluation, we use ROUGE  (Recall-Oriented Understudy for Gisting Evalua-
tion) automatic summarization evaluation toolkit [59]. ROUGE is publicly available 
and can be downloaded.3 It consists of a set of parameters for assessing automated 
summaries of texts. ROUGE generates four distinct types of ROUGE metrics, namely 
ROUGE-1, ROUGE-2, ROUGE-L, and ROUGE-SU4 values, by comparing summaries 
at various levels of granularity. ROUGE-1(2) uses unigrams(bigrams) for measuring 

3 https:// github. com/ kavgan/ ROUGE-2.0.

https://github.com/kavgan/ROUGE-2.0
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coherence between the system summaries and the reference summaries; ROUGE-L 
uses the summary level Longest Common Sub-sequence (LCS) to match the coher-
ence between the reference and system-generated summaries, and ROUGE-SU4 uses 
both skip-grams and unigrams for the measurements. ROUGE evaluates summaries 
of our system and the baselines by comparing them against the base truth, i.e., refer-
ence summaries, and computes different matrices. These matrices are Precision(Pr), 
Recall(Rc) and F − score(Fs) . The results for all 30 input documents are averaged and 

Table 3 Averaged summarization results of 15% summary length

Bold value represents the highest value for that observation

Metric Rouge Type Bio‑BERT Bio‑Word2Vec Gensim Graph‑Based PyTeaser PKUSUMSUM

Pr ROUGE-1  0.65
(0.09)

 0.58
(0.10)

 0.29
(0.07)

0.52
(0.07)

 0.41
(0.07)

 0.24
(0.05)

ROUGE-2  0.39
(0.06)

 0.32
(0.05)

 0.13
(0.04)

 0.26
(0.05)

 0.16
(0.11)

 0.23
(0.14)

ROUGE-L  0.94
(0.09)

0.87
(0.10)

 0.40
(0.07)

 0.68
(0.06)

0.44
(0.024)

 0.32
(0.28)

Rc ROUGE-1 0.26
(0.10)

 0.26
(0.09)

 0.18
(0.06)

 0.23
(0.06)

 0.15
(0.07)

 0.18
(0.04)

ROUGE-2 0.16
(0.08)

 0.13
(0.03)

 0.16
(0.03)

 0.11
(0.03)

 0.19
(0.01)

 0.09
(0.11)

ROUGE-L 0.31
(0.09)

0.28
(0.05)

 0.17
(0.03)

 0.26
(0.05)

 0.19
(0.03)

 0.23
(0.04)

Fs ROUGE-1 0.36
(0.10)

 0.35
(0.05)

 0.20
(0.06)

0.31
(0.05)

 0.20
(0.06)

 0.22
(0.03)

ROUGE-2  0.22
(0.08)

0.18
(0.05)

0.14
(0.03)

 0.15
(0.04)

 0.18
(0.04)

 0.17
(0.03)

ROUGE-L 0.46
(0.10)

 0.42
(0.06)

 0.24
(0.03)

0.39
(0.06)

 0.21
(0.04)

 0.28
(0.34)

Table 4 Averaged summarization results of 25% summary length

Bold value represents the highest value for that observation

Metric Rouge type Bio‑BERT Bio‑Word2Vec Gensim Graph‑based PyTeaser PKUSUMSUM

Pr ROUGE-1  0.88
(0.12)

 0.81
(0.11)

 0.52
(0.11)

0.75
(0.11)

 0.64
(0.11)

0.65
(0.23)

ROUGE-2  0.53
(0.08)

 0.46
(0.08)

 0.17
(0.08)

 0.41
(0.08)

 0.29
(0.08)

0.35
(0.18)

ROUGE-L  0.79
(0.07)

0.71
(0.08)

 0.41
(0.08)

 0.64
(0.08)

0.53
(0.08)

0.68
(0.23)

Rc ROUGE-1 0.30
(0.14)

 0.31
(0.13)

 0.29
(0.13)

0.32
(0.13)

 0.36
(0.13)

0.28
(0.15)

ROUGE-2 0.16
(0.08)

 0.17
(0.08)

 0.15
(0.05)

 0.17
(0.05)

 0.21
(0.05)

0.17
(0.13)

ROUGE-L 0.27
(0.08)

0.28
(0.05)

 0.26
(0.05)

 0.28
(0.05)

 0.32
(0.05)

0.18
(0.07)

Fs ROUGE-1 0.43
(0.10)

 0.43
(0.08)

 0.34
(0.06)

0.41
(0.13)

 0.39
(0.10)

0.28
(0.15)

ROUGE-2  0.32
(0.10)

0.32
(0.05)

0.15
(0.07)

 0.24
(0.05)

 0.23
(0.04)

0.19
(0.15)

ROUGE-L 0.46
(0.08)

 0.42
(0.06)

 0.32
(0.05)

0.35
(0.06)

 0.40
(0.04)

0.26
(0.23)
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presented in the Tables 3 and 4. Table 3 shows the results for 15% summary length, 
and Table 4 shows the results for 25% summary length.

The evaluation of the results obtained using bio-semantic models for capturing 
semantics for the text summarization process proves that the bio-semantic models aid in 
producing better summarization results. We have used evaluation techniques similar to 
the one employed in [60] and [61]. The results show that the proposed model performs 
better than the baselines. The baseline models do not employ semantic features, so our 
results are better than the baselines. Our system achieves better results in terms of pre-
cision and F-scores using both short and long text summaries. These results confirm 
our hypothesis that using bio-semantic models to capture the semantics of bio-medical 
documents and using these semantic features for text summarization improves the per-
formance of bio-medical text summarization.

We obtained both long and short text summaries for extensive evaluation. The length 
of the summaries for the longer version is restricted to 25%, and for more concise sum-
maries, we limited the length to 15% of the original text length. We obtained the macro-
average of the precision for 25% summary length; we got 88%, 53%, and 79% and 81%, 
46% and 71% for Rouge-1, Rouge-2, and Rouge-L using Bio-BERT and Bio-Word2Vec 
respectively.

The F-score for Rouge-1, Rouge-2, and Rouge-L obtained for 25% summary length are 
43%, 32% and 46% using Bio-BERT and 43%, 32% and 42% using Bio-Word2Vec. These 
scores are higher compared to the baselines. These scores are statistically significant. We 
measured the statistical significance using a p-test. The baselines employ different sum-
marization techniques and algorithms and are currently state-of-the-art in text summa-
rization. Thus, comparing them leads us to exhaustively and comprehensively evaluate 
our system. The evaluation and comparison with the baselines prove the competitive 
efficacy of our proposed approach. Also, the baselines are open source, and thus, experi-
ments are easily repeatable.

Furthermore, the evaluation and comparison of results obtained using 15% summary 
length show our system achieves consistently good performance on shorter length sum-
maries. Our precision, recall, and f-score are better than the rest of the baselines.

The competitive superiority of our system is attributed to using semantic features for 
the text summarization process. Hence, we conclude that using semantics as a feature 
for summarization improves the system’s performance. The proposed system using the 
bio-semantic model outperforms the baselines with better f-scores and precision. The 
lower recall value in some cases is attributed to the fact that our system discards some 
statically significant sentences that are semantically similar to some sentences already 
chosen.

Figures  3 and  4 show our system’s comparison with the baselines on 30 randomly 
selected papers. Figures show the f-scores of these 30 documents obtained for different 
rouge matrices.

Statistical testing

In addition to presenting our experimental results, we conducted a statistical paired 
t-test to establish the significance of the outcomes produced by our proposed model. 
To do this, we started by assuming the opposite scenario, known as the null hypothesis. 
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According to the null hypothesis, our proposed method did not yield statistically signifi-
cant results when compared to the baseline methods. We carried out the paired t-test on 
a set of 30 summary samples where the results of our proposed model were compared 
with those of the baseline algorithms. The results of this statistical analysis clearly indi-
cate that our proposed model consistently selected more semantically-rich sentences 
compared to the baseline models.

To further ascertain whether the results obtained from our proposed algorithm are 
statistically meaningful or merely coincidental in comparison to the baseline methods, 

Fig. 3 F-Score for 15% summary length

Fig. 4 F-Score for 25% summary length
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we conducted a significance test. During this test, we set a significance level of 5%. In 
simple terms, we ran 30 samples with a 95% confidence level. The initial null hypothesis, 
which suggested no significant difference between our proposed model and the base-
line model, was rejected in favor of an alternative hypothesis. This alternative hypoth-
esis implies that the outcomes produced by our proposed model are indeed significantly 
different from those of the baseline model. Therefore, our model consistently generates 
effective results.

Our analysis of F-score values for ROUGE-1, ROUGE-2, and ROUGE-L metrics 
reveals that the compression rates of 0.05% to 0.5% considered in our experiments con-
tribute to the creation of coherent, less redundant, and diverse summaries, with a strong 
emphasis on semantic attributes. The p-value, as illustrated in Table  5, represents the 
proportion of observations where our model outperformed the baselines.

Conclusion and future work
As stated in the introduction, the rationale behind this research is to use bio-semantic 
features for the text summarization process to improve the quality of summaries.

This paper presents a novel way of extracting and using these bio-semantic features 
for text summarization. We use bio-semantic models to capture these features and then 
use these features to produce high-quality summaries for the bio-medical documents. 
According to evaluation and comparative analysis, our summarizer’s appropriate-
ness, reliability, and scalability show that our proposed approach performs better than 
the baselines. The main conclusions of our paper are: (1) Usage of bio-semantic mod-
els to capture semantics in the bio-medical domain is an excellent choice for capturing 
semantics. (2) The semantic features work well in improving the efficacy of the text sum-
marization process. (3) The usage of semantic features improves the text summarising 
algorithms’ overall accuracy. The primary disadvantage of these models is that they are 
computationally expensive.

Our future research will deal with (1) Improvement of ranking algorithms by explor-
ing more semantic features to be incorporated into our ranking algorithms, as semantic 
features tend to improve overall system performance; (2) testing the technique on more 
than one dataset; (3) Using BLEU (bilingual evaluation understudy) for evaluation along 
with the ROUGE.
Acknowledgements
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