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Background
Nutrients are simple organic compounds involved in biochemical reactions that produce 
energy or are constituents of cellular biomass [1]. Nutrigenomics, the combination of 
nutrition and genomics research, which aims to shed light on and describe, characterize, 
and integrate the interactions between nutritional compounds and genome-wide gene 
expression [2], has been thriving after the completion of the human genome 15  years 
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ago [3, 4]. This research led to a better understanding of the processes and mechanisms 
that define the relationships between nutrition, genetics, and physiology. Recently, some 
researchers use public databases further investigate how nutrients intake shape the 
interested gene expression [5, 6]. Nutrigenomics holds great promise to provide indi-
vidualized plan to improve health (precision health) [7].

The relationship between the mechanisms of nutrients and genes is complex. For 
example, there are many potential non-linear interactions which are challenging for any 
bivariate measure of association such as Pearson and Spearman correlation [8]. One 
recent approach that addresses this challenge is the Nutritional Geometry Framework 
(NGF) proposed by Simpson and Raubenheimer [9, 10], where the nutritional require-
ments and their response are represented graphically in a pre-specified k-dimensional 
space. Each of these dimensions is a nutrient or some other dietary constituent. For 
example, the NGF shown in Fig. 4a is a two-dimensional colour graph and visualizes the 
relationship of two nutrients, Protein and Carbohydrate, on the expression level of a par-
ticular gene, FGF21. These two nutrients are represented on the x and y axis, respec-
tively. The gene expression level is highlighted through a surface using a colour scale [9]. 
This framework makes available tools to interpret how nutrients and other dietary con-
stituents, directly or through their interactions influence a given phenotype. The success 
of NGF has been demonstrated by much recent research [11–16]. However, this NGF 
framework requires manual selection of informative combinations of nutrients prior to 
visualization. This often requires deep domain knowledge and when the number of 

nutrients p is large, considering all pairwise combinations p(p− 1)/2 =

(

p
2

)

 becomes 

time consuming.
In this paper, we will address this challenge by proposing the Local Consistency Nutri-

tion to Graphics (LC-N2G) approach to identify nutrition variables and use these to 
inform on changes in genes, that is achieving “nutrition to graphics”, visualising mul-
tivariate nutrition-gene relation. LC-N2G first constructs a Local Consistency statistic 
(LC-Stat) that measures the smoothness of a given gene expression surface relative to 
a set of axes that represents combinations of nutrients. Then optimization methods, 
in short LC-Opt, can be used for choosing combinations with smallest LC-Stat. Next a 
permutation based test, LC-Test, is used to evaluate whether the relationship between 
the gene expression and a combination of nutrients is significantly different from the 
relationship between a randomly permuted gene expression vector and this combina-
tion. Finally, NGF is used to visualize selected combinations with gene expression. We 
use both simulation and real data to validate our proposed LC-N2G method and the 
results show that it can correctly identify the relationship between gene and nutrients. 
The overall workflow is illustrated in Fig. 1.

Results
Local consistency statistics

Let matrix Xn×p denote the nutrition matrix where n is the number of rows (observa-
tions/samples), p the number of columns (nutrients/features), xi, i = 1, . . . , n , denote 
the rows of the nutrition matrix and Gn×1 denotes the response, i.e. one particular gene 
expression vector. We define LC-Stat as follows:
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Fig. 1 Overall workflow of LC‑N2G. Gn×p2 and Nn×p1 represent input of matrix of gene and nutrition 
respectively. First step we calculate LC‑Stat of combinations with a gene of interest to find combination of 
nutrients with small LC‑Stat. Then a LC‑Test is performed to evaluate the relationship between combination 
of nutrients with gene. Finally the NGF is performed for selected combination and genes
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where tr denotes the trace of a matrix and the elements of the matrices W (M) and D(G) 
are given by

where xi and xj are the ith and jth row of Xn×p , Gi and Gj are the ith and jth element of 
Gn×1 , and M is a diagonal matrix consisting of 1’s and 0’s on the diagonal only. For exam-
ple if the first and the last nutrient is selected and p = 4 then

Therefore, such a matrix M represents an indicator of subspace. The LC-Stat is a func-
tion of both the indicator matrix M and the given gene expression G . When G is fixed, 
we can optimize M to find the combination of nutrition variables with minimal LC-Stat 
(see Method LC-Opt). On the other hand, for a given combination of nutrition informa-
tion, a permutation test can be performed to evaluate the significance of the relationship 
between this particular combination and G (see Method LC-Test).

The basic idea of LC-Stat is that given a gene of interest with respect to certain 
nutrition variables, the response is smooth within a neighborhood in the nutrient 
space, i.e. for nearby observed points in the nutrient space, the response varies little. 
From the expression of LC-Stat and focusing on the term in Eq. (2), we can see that 
if two points are distant in the nutrient subspace selected by M , no matter their dif-
ference in response, its corresponding W ij term will contribute approximately zero to 
the total of LC-Stat. However, when two points are close, their difference in response 
will contribute with a substantial proportion to the value of the LC-Stat. Thus, for a 
given dataset, a smaller LC-Stat value means that data points have slowly changing 
response in their neighbourhood while a larger LC-Stat means that some data points 
have dramatically changing response in their neighbourhood.

Figure  2 provides an illustration of how the LC statistic works. In this figure, a 
total of four normally distributed random variables, X1,X2,X3 , and X4 , are consid-
ered and the response, G, is generated by G = exp{−(X2

1 + X2
2 )} + 0.1ǫ , where ǫ is a 

standard normally distributed noise term. Figure 2(a) shows the NGF of the response 
G with respect to the two informative variables X1 and X2 , whereas Fig.  2b shows 
the same response G with respect to the two randomly generated non-informative 
variables X3 and X4 . We can see clearly that Fig. 2a shows smoother transition across 
this 2-dimensional space and does not show a surface with high variability. Its cor-
responding LC statistic is 43.79. In contrast, multiple peaks and troughs can be seen 
when choosing random nutrition variables such as in Fig. 2b. In this situation also a 
much larger LC statistic of 61.42 is observed.

(1)LC(M;G) = tr{[(W (M)][D(G)]},

(2)W ij(M) = exp{−(xi − xj)M(xi − xj)
T }, and

(3)Dij(G) = |Gi − Gj|, (i, j = 1, . . . n),

M =







1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1






.
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Results on simulated data demonstrate that LC‑Opt correctly identifies the most important 

covariates

To evaluate the ability of LC-Opt for identifying informative combinations of vari-
ables, we perform a simulation study. Four models are used to simulate different 
association between the nutritional variables (the independent variables) and the 
gene expression. Details of the models are described in the simulation study para-
graph in the “Methods” section. For each model we vary the number of independent 
nutrient variables (p − 1) over 9 and 19, with a 10th and 20th variable, respectively, 
which depends on the first two independent nutrient variables. The sample size 
n varies over 20, 50 and 100. The parameter r, which is used to model the level of 
noise, varies over 0.05, 0.1 and 0.2. We generate repeatedly (100 times) data for 
each of the models and for each combination of p and n and calculate LC-Stat for 
every combination of covariates. To summarize our empirical results, we group 
each combination of nutrient information according to how many of the informa-
tive variables it contain. For example, in Model 1 when p = 10, the informative com-
bination is (X1, X10) . We divide the combinations into three groups A1,A2 and A3 , 
say with A1 = {combinations include all informative variables} = {(X1,X10)} , A2 =

{combinations include only one informative variable}={(X1,X2), . . . , (X1,X9), (X2,X10),

. . . , (X9,X10)} and A3 = {combinations do not include any informative variable} . The 
box plots of the LC-Stat values for Model 1 and Model 3 (k = 3) with respect to each 
group are shown in Fig. 3 and other settings are shown in Additional file 1: Figure S1.

From Fig. 3 and Additional file 1: Figure S1, we can see that in all cases, where combi-
nations include all informative variables, the LC-Stat is smallest compared to the other 
combinations. The more informative variables are included in the combination, the 
smaller the LC-Stat value. As expected, the larger the sample size n the smaller LC-Stat 
(for all cases). When the number of samples decreases, the differences between groups 
with and without informative variables become smaller. Comparing the results with dif-
ferent number of variables p, i.e. p = 10 against p = 20, we can see that the performance 
does not deteriorate as p becomes larger when n is held fixed. Results in these simula-
tions show that our proposed LC-Opt has the ability to identify combinations of varia-
bles that have a true non-linear relationship with the response and it is quite stable when 
the number of variables is approximately as many as the number of observations.

Fig. 2 Illustration of LC‑Opt and LC‑Test. a and b are the NGF of a simulated data which a and b use the 
same response G while the covariate of a is informative and b is random. In this figure, thin plate spline are 
used to fit the curve
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LC‑test: significance testing of the relationship between combination of variables 

and given gene expression

The LC-Test tests if the selected variables have a non-random relationship with the 
response. In addition to finding the optimal nutrient components with smallest LC sta-
tistics for a response, in practice, we may want to investigate the relationship of a specific 
response with certain nutrition components of interest. However, in some of the cases, 
the relationship of the nutrition variables and the genes is not significant, such as in [15], 
where the GNF of FGF21 with Carbohydrate and Fat is not significant.

We apply our LC-Test method to simulated data to evaluate if the relationship between 
combination of variables and given a particular gene expression is significant. In this 
simulation, the data are generated using three models (see “Methods”). Three tests are 
considered: our proposed LC-Test and two existing F-tests; first, the F-test in the linear 
regression model (F-test1) which tests under the null hypothesis whether all the regres-
sion parameters are equal to zero; and second, the F-test in the linear regression model 
which additionally considers the interaction term (F-test2) as in [14]. For each model, 
we perform candidate tests on the informative variables (null scenario) and on randomly 
selected variables (alternative scenario). We simulate 200 data sets and then calculate 
the true positive rates (TPRs) and false negative rates (FPRs) at the 5% level and we vary 
the sample size again over 20, 50 and 100. The results of the top 20 nutrient combina-
tions are shown in Table 1 and the full results can be found in Additional file 1: Table S1.

From Table  1, it can be seen that in all cases, LC-Test always outperforms the two 
F-tests in terms of the TPRs while having relative small FPRs. Since the simulated 
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Fig. 3 Simulation results for LC‑Opt for identifying combinations. The combinations are divided into 
four groups according to the informative variables it included. a is box plot of LC statistics for different 
combination groups of Model 1. b is box plot of LC statistics for different combination groups of Model 3 
with k = 3. In a and b total number of informative variables is 2 and 3 respectively
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response vector is generated using a non-linear function with respect to the covari-
ates, which violates the assumption of both linear regression models, with and without 
interaction term; F-test1 and F-test2 result in relatively small TPRs in most cases except 
in Model 3 when n = 100. In the alternative scenario, F-test1 and F-test2 always show 
slightly smaller FPRs than LC-test, which means that they show similar performance 
in excluding non-informative variables. Comparing the results across different sample 
sizes, as expected for all the tests, the TPRs and FPRs somewhat decrease as the sample 
size n is smaller, demonstrating that a larger sample size is preferred. Results in these 
simulations show that our proposed LC-Test has the ability to identify the combinations 
of informative covariates, for different models considered.

Application of LC‑N2G on mouse nutrition study reveals nonlinear relationships of dietary 

components and hub genes

We apply our proposed LC-N2G on a recent mouse nutrition study (see “Methods”). We 
first use the LC-N2G approach to examine a specific gene ‘FGF21’ to validate the find-
ings presented by Solon-Biet et al. [15].

The results are summarized in Table 2 and Fig. 4a. In Table 2 we see that four sets of 
variable combinations, where in each either one variable is ‘Protein’ or ‘Protein eaten’ 
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Fig. 4 LC‑N2G results for mouse nutrition study. a–c NGF of Fgf21, Slc27a5 and Clec4d with the informative 
combination identified by LC‑N2G. Fgf21 is investigated in [15]. Slc27a5, Clec4d are hub genes by WGCNA

Table 1 Simulation result for LC-Test for identifying informative covariates

Results for TPR(FPR) at 5% level

Model 1 Model 2 Model 3

n = 100

 LC‑Test 0.97 (0.08) 0.99 (0.15) 1.00 (0.22)

 F‑test1 0.19 (0.04) 0.19 (0.06) 0.69 (0.05)

 F‑test2 0.17 (0.07) 0.22 (0.03) 0.83 (0.15)

n = 50

 LC‑Test 0.68 (0.07) 0.87 (0.14) 0.98 (0.18)

 F‑test1 0.06 (0.06) 0.20 (0.07) 0.32 (0.03)

 F‑test2 0.08 (0.03) 0.16 (0.04) 0.45 (0.09)

n = 20

 LC‑Test 0.53 (0.06) 0.69 (0.08) 0.84 (0.22)

 F‑test1 0.01 (0.03) 0.08 (0.04) 0.15 (0.09)

 F‑test2 0.01 (0.03) 0.09 (0.05) 0.34 (0.14)
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and another is ‘Carbohydrate’ or ‘Carbohydrate eaten’, rank highly, i.e. with small LC 
statistic value and small corresponding p value. This indicates that FGF21 shows a 
non-linear relationship with protein and carbohydrate. Figure  4a shows the gene 
expression values for FGF21 with ‘Protein eaten’ and ‘Carbohydrate eaten’, this result 
confirms prior knowledge that FGF21 (the response variable) is largest in the low pro-
tein and high carbohydrate region.

To further investigate the relationship of nutrition and liver gene expression in this 
dataset, we perform LC-N2G for selected genes of interest to find potential relation-
ships with nutrition variables. This analysis involves five nutrition variables, resulting 

in 
(

5
2

)

= 10 pairs of combinations and four genes (Ggcx, Slc27a5, Clec4d and 

Adgrg2). These four hub genes represent four distinct expression profiles selected 
after applying LC-test and the weighted gene co-expression network analysis 
(WGCNA) [17] to the gene expression data (see “Methods” for more details).

Figure 4b, c identify the two key nutrition variables that are most associated with 
genes Slc27a5 and Clec4d, these variable-pairs are (fat, carbohydrate eaten) and (fat, 
cellulose intake), respectively. In particular, ‘Fat’ is identified to relate to both genes, 
which is consistent with current studies [18–21] that recognize that fat level affects 
the expression level of these genes. It is interesting to note that the Spearman cor-
relation of ‘Fat eaten’ with Clec4d and Slc27a5 is − 0.44 and 0.12, respectively. This 
indicates that LC-N2G has ability to identify nutrition variables that may not have a 

Table 2 The top 20 combinations of  nutrition variables selected by  LC-Opt for  mouse 
nutrition study

The p values are the permutation p values from the LC‑Test

Combination

Variable 1 Variable 2 LC‑Stat p value

Protein Carbohydrate 85.02 0

Cellulose Carbohydrate eaten 86.30 0

Carbohydrate SFA 86.59 0

Carbohydrate Protein eaten 88.58 0

Carbohydrate eaten SFA 90.37 0

Carbohydrate Dry weight food eaten 90.48 0

Dry weight food eaten Carbohydrate eaten 91.20 0

Cellulose Protein eaten 92.30 0

Carbohydrate Cellulose 93.40 0

Protein Carbohydrate eaten 96.38 0

Protein eaten Carbohydrate eaten 96.55 0

Cellulose intake Carbohydrate eaten 98.66 0

Carbohydrate Energy intake 100.78 0

Carbohydrate Fat 101.28 0

Protein Cellulose 102.73 0

Protein eaten Energy intake 103.63 0.005

Carbohydrate Cellulose intake 103.69 0

Carbohydrate eaten Energy intake 104.93 0

Dry weight food eaten Protein eaten 106.61 0

Fat Carbohydrate eaten 107.07 0.01
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marginal effect with a considered gene. Further results for gene Ggcx and Adgrg2 can 
be found in Additional file 1: Figure S2.

Discussion
We present a novel statistical framework, LC-N2G, that facilitates examination of the 
relationship between a large number of nutrition variables and gene expression data. 
This involves developing approaches to estimate the stability of values in the two dimen-
sional surface using a novel local consistency metric. By applying LC-N2G to simulated 
data, we demonstrate that our method can accurately recover the correct combination of 
nutrition variables related to a gene of interest. Furthermore, application to a real data-
set not only confirms the finding that the response variable FGF21 is largest in the low 
protein and high carbohydrate region but we also find some potential non-linear rela-
tionship between nutrition variables with gene expressions.

We point out that the same form of W (M) in Eq. (1) is widely used in machine learn-
ing, especially in metric learning, such as in Neighbourhood Component Analysis 
(NCA) [22]. However, we do not constrain W (M) to be normalized as a probability dis-
tribution, where the sum of each row equals 1, due to the effect of each sample not being 
the same when the response is involved. Another interesting fact is that the formula of 
the LC-Stat is similar to the objective function in spectral clustering [23], which aims at 
finding a best cut for a given graph structure. Spectral clustering does not make strong 
assumptions on the statistics of the data and shows good performance when data show 
some kind of sparsity [24]. Therefore, our method also enjoys these properties. Differ-
ences between our method and spectral clustering include that we substitute the square 
term with the absolute value; this alleviates the influence of possible outliers in the 
response. The main difference is that in spectral clustering, M is pre-specified from cer-
tain structure in data, such as a network structure, and then the function optimized over 
G , while in our method, the response G is observed from data, usually a specific gene 
expression level, and we try to find a good metric M , under which LC is small enough.

In LC-Opt, the matrix M is a diagonal matrix consisting of 1’s and 0’s on the diagonal 
only. We use this set because LC-Opt aims to find a combination of nutrition variables 
with smallest LC statistic. More generally, the matrix M could be as general as satisfy-
ing being a semi-definite matrix. This makes the LC-Opt flexible enough to find several 
latent variables, linear combinations of nutrition variables as in principal component 
analysis (PCA) or partial least squares (PLS) [25], with small LC statistic.

In practice, covariates always have different scales. Most of the macronutrition vari-
ables such as protein, fat and carbohydrate are measured in mg, while some micronutri-
tion covariates such as vitamin are measured in International Unit (IU). Different scale 
imposes non-uniform weight on the LC(M) statistic and the optimization result will 
tend to select the variable with largest range, that variable which makes the similarity 
matrix smallest. Thus, we standardized nutrition variables via a z-score transformation, 
that is centering by the mean and scaling by the standard deviation of a variable, to make 
their scale uniform.

A clear application of the LC-N2G outside of the experimental context in which it has 
been applied here is in nutritional epidemiology. Increasingly, a range of ‘omics’ data 
are becoming available in large scale epidemiological cohorts. However, nutritional 
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epidemiologists have struggled to settle on an analytical framework that will move them 
beyond the ‘single nutrient at a time’ approach that has largely prevailed to date [10]. 
LC-N2G will allow epidemiologists to reduce the large number of nutritional (and even 
non-nutritional) variables available to them to those few that are most relevant.

The proposed LC-N2G framework is based on nutrigenomics. However, it is not 
restricted to exploring the relationship between nutrition and gene expression. Our 
method has potential to be used in other circumstances to identify a combination of var-
iables that have non-linear relationship with a certain response. One possible application 
for LC-N2G is in multi-omics, where the data interact in a complex way. The framework 
of LC-N2G can be easily extended by replacing nutrition data with one of the -omics 
data such as metabolomics data and using another -omics data or some phenotype as 
the response, which provides a method for understanding the interaction across multi-
platform data.

Finally, we have developed a shiny webpage http://shiny .maths .usyd.edu.au/LC-N2G/ 
that performs LC-N2G and provides an approach to further investigate the association 
between nutrients and gene expression for the mouse nutrition study. A demonstration 
input file consisting of a nutrition and gene expression matrix can be download in this 
webpage.

Conclusion
In this paper, we present LC-N2G, a novel statistical framework for ranking and identi-
fying relationships between nutrition and gene expression information. LC-N2G finds 
combinations with small LC-Stat and tests these combinations using a permutation test 
to distinguish effects that are different to those from purely random combinations. We 
applied LC-N2G to both simulation and real datasets and showed that this framework 
can accurately select combinations of nutrition variables that relate to a gene of interest. 
LC-N2G is implemented in the software R and all code used in this paper is freely avail-
able from https ://githu b.com/Sydne yBioX /LC-Vis our GitHub repository.

Methods
Identify informative combination of variables using LC‑Stat (LC‑Opt)

In Eq. (1), if we do not add any constraint on the diagonal matrix M for a given gene, 
the smallest LC is obtained when all entries in M equal 1, i.e. all variables are selected. 
Hence, we consider the following optimization problem for finding smallest local con-
sistency in k-dimensional space for a given gene:

where LC(M;G) is defined in Eq.  (1), k is the pre-specified number of covariates. All 
examples with visualization in this article consider k = 2 only.

The optimization in Eq. (4) is a binary optimization and many methods exist to solve 
such a problem. In our implementation, we use exhaustive search to calculate the LC-
Stat for each considered combination of variables. This is computationally plausible 

when the number of combinations 
(

p
k

)

 is not large. In situations where 
(

p
k

)

 is large, we 

could instead use the Genetic Algorithm (GA) [26]. In the implementation of GA, 

(4)min
tr(M)=k

LC(M;G),

http://shiny.maths.usyd.edu.au/LC-N2G/
https://github.com/SydneyBioX/LC-Vis
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LC(M;G) is set to be the fitness function. In order to meet the constraints in Eq. (4), a 
penalty term proportional to |tr(M)− k| is added to the fitness function.

Evaluate significance of relationship between combination of variables and given gene 

expression using LC statistic (LC‑test)

In Eq.  (1), we can see that if there is a relationship between the gene expression and 
selected nutrition variables, the LC-Stat should be small. For given nutrition variables 
X1, . . . ,Xk selected by the indicator matrix M and a gene expression G , we propose a 
LC-Test, a permutation test that uses the LC statistic to evaluate if the nutrition-gene 
relationship is significant. Under the alternative hypothesis of LC-Test, the response is 
modeled by G = f (X1, . . . ,Xk)+ ǫ, ǫ ∼ N (0, s), s > 0 and f is a non-constant smooth 
function, e is a random noise.

The procedure of LC-test is described as follows: we first calculate LC(M;G) , the 
observed LC-Stat. Then we randomly permute the gene expression B times, and 
we denote the bth permutation as Gb , (b = 1, . . . ,B) , and calculate corresponding 
LC(M;Gb ) statistic. The permutation p value is then

where 1(·) denotes the indicator function.

Simulation study

To evaluate the performance of LC-N2G, we consider three data generating models for 
the (p + 1) nutrition variables and response, respectively:

where ǫ ∼ N (0, 1) is random noise.
In these three models, we set the sample size n equal to 20, 50, 100 and the number of 

independent and identically distributed variables (p − 1) equals to 9 and 19, respectively, 
generating a pth covariate being a non-linear function of X1 and X2 . For this non-linear 
transformation, we choose a composition fraction as is common in nutrigenomics [9, 15, 
16], e.g. a protein–carbohydrate proportion. Parameter r is used to model the level of 
noise and we vary r over 0.05, 0.1 and 0.2.

In Model 1, the response density has a single peak, as occurring regularly in real data 
(see e.g in [15, 16, 27, 28]). Many gene expression and other kind of physiological vari-
ables with respect to the protein intake and carbohydrate intake have this kind of dis-
tribution. In Model 2, we try to consider a more complex kind of response, that is with 
more than one peak with respect to the informative variables. In Model 3, more than 

(5)pperm =
1

B

B
∑

b=1

1{LC(M;Gb) < LC(M;G)},

X1, . . .Xp ∼ N (0, 1), Xp+1 =
|X1|

|X1| + |X2|
+ rǫ,

Model 1 : G = exp{−(X2
1 + X2

p+1)} + rǫ,

Model 2 : G = sin{(π/2)(X2
1 + X2

p+1)} + rǫ,

Model 3 : G = exp{−(X2
1 + |X3|)/5} + exp{−X2

p+1/5} + rǫ,

Model 4 : G = exp{−(X2
1 + X2

2 )/2} + exp{−(X2
3 + X2

p+1)/2} + rǫ,
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2 covariates are involved in explaining G, we use both k = 2 and k = 3 to explore the 
results of LC-Opt for combination identification with different setting of k.

Mouse nutrition study

Data description

We apply our LC-N2G on a recent mouse nutrition study, which has been investigated 
in Solon-Biet [15]. The dataset consist of 176 mice that were fed with different type of 
diet and water. Diets varied in protein (P), carbohydrate (C), fat (F), and energy (E) con-
tent. Energy manipulations were done through the addition of cellulose, allowing for 
low, medium, and high energy density diets (8, 13, and 17 kJ/g). Spearman correlation 
between nutrition variables are shown in Additional file 1: Figure S3.

The liver microarray gene expression studies were performed on 48 livers across all 
diets with a total of 21,800 genes measured. Gene expression was normalised using the 
rma method [29]. Here, we consider 11 nutrients and all the genes. After excluding the 
samples with missing values, 42 samples remain for further consideration. In previous 
work [15], gene FGF21 was investigated and has been found to be maximally elevated 
under low protein, high carbohydrate intakes via NGF.

Selection of nutrition variables and genes of interest

To investigate the relationship of gene expression and nutrition variables, we select some 
representative genes in the dataset.

For simplicity, in this study 6 nutrition variables are excluded to avoid combinations 
with redundant information, such as (C, C eaten), (F, F eaten) etc. and 5 nutrition var-
iables (P eaten, C eaten, F eaten, Cellulose intake and SFA) are selected. We perform 
LC-Test on these 5 nutrition variables on each gene. Then genes with no significant asso-
ciations to any combination of nutrition variables, i.e. LC-Test p value larger than 0.05, 
are removed. This results in 1851 genes (see Additional file 2: Table S2). Finally, genes are 
clustered into four modules using WGCNA [17] and the corresponding hubs are Ggcx, 
Slc27a5, Clec4d and Adgrg2. We use these selected genes and nutrition variables to anal-
ysis their potential relationship using LC-N2G (see “Results” section).

Supplementary information
Supplementary information accompanies this paper at https ://doi.org/10.1186/s1285 9‑020‑03861 ‑3.
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Additional file 1: Figure S1. Simulation results for LC‑Opt for identifying combinations for Model 2, Model 3 (k = 2) 
and Model 4 (k = 4, k = 3). Figure S2. LC‑N2G results for mouse nutrition study(Gene Ggcx and Adgrg2). Figure S.. 
Spearman correlation between nutrition variables in mouse nutrition study. Table S1. All combinations of nutrition 
variables for mouse nutrition study.

Additional file 2: Table S2. Results for LC‑Test on all combination of nutrition variables and all genes in mouse nutri‑
tion study.
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