
Open Access

© The Author(s) 2023. Open Access  This article is licensed under a Creative Commons Attribution 4.0 International License, which permits 
use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original 
author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third 
party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the mate-
rial. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or 
exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://​
creat​iveco​mmons.​org/​licen​ses/​by/4.​0/. The Creative Commons Public Domain Dedication waiver (http://​creat​iveco​mmons.​org/​publi​
cdoma​in/​zero/1.​0/) applies to the data made available in this article, unless otherwise stated in a credit line to the data.

RESEARCH

Shinwari et al. BMC Bioinformatics          (2023) 24:251  
https://doi.org/10.1186/s12859-023-05361-6

BMC Bioinformatics

In‑silico assessment of high‑risk 
non‑synonymous SNPs in ADAMTS3 gene 
associated with Hennekam syndrome and their 
impact on protein stability and function
Khyber Shinwari1,5*   , Yurong Wu2   , Hafiz Muzzammel Rehman3, Ningkun Xiao4   , Mikhail Bolkov5   , 
Irina Tuzankina5    and Valery Chereshnev5    

Abstract 

Hennekam Lymphangiectasia–Lymphedema Syndrome 3 (HKLLS3) is a rare genetical 
disorder caused by mutations in a few genes including ADAMTS3. It is characterized by 
lymphatic dysplasia, intestinal lymphangiectasia, severe lymphedema and distinctive 
facial appearance. Up till now, no extensive studies have been conducted to elucidate 
the mechanism of the disease caused by various mutations. As a preliminary investiga-
tion of HKLLS3, we sorted out the most deleterious nonsynonymous single nucleotide 
polymorphisms (nsSNPs) that might affect the structure and function of ADAMTS3 
protein by using a variety of in silico tools. A total of 919 nsSNPs in the ADAMTS3 gene 
were identified. 50 nsSNPs were predicted to be deleterious by multiple computational 
tools. 5 nsSNPs (G298R, C567Y, A370T, C567R and G374S) were found to be the most 
dangerous and can be associated with the disease as predicted by different bioinfor-
matics tools. Modelling of the protein shows it can be divided into segments 1, 2 and 3, 
which are connected by short loops. Segment 3 mainly consists of loops without sub-
stantial secondary structures. With prediction tools and molecular dynamics simulation, 
some SNPs were found to significantly destabilize the protein structure and disrupt 
the secondary structures, especially in segment 2. The deleterious effects of mutations 
in segment 1 are possibly not from destabilization but from other factors such as the 
change in phosphorylation as suggested by post-translational modification (PTM) 
studies. This is the first-ever study of ADAMTS3 gene polymorphism, and the predicted 
nsSNPs in ADAMST3, some of which have not been reported yet in patients, will serve 
for diagnostic purposes and further therapeutic implications in Hennekam syndrome, 
contributing to better diagnosis and treatment.
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Introduction
Hennekam syndrome is a rare autosomal recessive disorder that manifests with abnor-
malities in the lymphatic system. It was first described by Dutch physician Hennekam 
in 1989 [1]. Despite only approximately 50 documented cases of this syndrome in the 
literature [2], it represents a significant threat to patients’ health and quality of life due 
to its characteristic symptoms, including lymphedema, lymphangiectasia, facial anoma-
lies, and cognitive impairment [3, 4]. Thus, understanding the pathogenic mechanisms 
underlying Hennekam syndrome is critical to mitigating its detrimental effects on 
patients.

Approximately 25% of individuals with Hennekam syndrome display homozygous var-
iations in the CCBE1 gene (Collagen and Calcium Binding EGF Domains 1) [5], which 
can include pathogenic variations such as missense, splicing, small insertions, and dele-
tions [4]. CCBE1 is a protein-coding gene that plays a role in various biological pro-
cesses, including angiogenesis, lymph angiogenesis, and cell adhesion and is implicated 
in regulating the lymphatic system. Another protein-coding gene associated with Van 
Maldergem Syndrome 2 and Hennekam Lymphangiectasia–Lymphedema Syndrome 2 
is the FAT4 gene (FAT Atypical Cadherin 4), which is involved in approximately 20% 
of Hennekam syndrome cases [6]. In 2017, a study reported two children with bi-allelic 
missense mutations in the ADAMTS3 gene (L168P and I291T) [6]. These mutations are 
located within the prodomain region of the ADAMTS3 protein, which regulates enzyme 
activation but is not situated within the active site of the ADAMTS3 protein. Half of all 
cases involve mutations in one or more of these genes, while the etiology of the remain-
ing cases is unknown. Mutations in the CCBE1 gene have been associated with Aage-
naes (cholestasis-lymphedema) syndrome, and biallelic mutations in the FAT4 gene can 
cause Van Maldergem syndrome type 2 [7].

Furthermore, it has been established that ADAMTS3, which is predominantly 
expressed in cartilage, is involved in skin, lung, and aorta pathologies, as well as being 
colocalized with type II pro-collagen, a crucial cartilage component, and the nervous 
system. ADAMTS3 is also more abundant in human skin and skin fibroblasts com-
pared to ADAMTS2 [8]. Procollagen N proteinases, including ADAMTS2, ADAMTS3, 
and ADAMTS14, play roles in collagen biosynthesis, maturation, inflammation, and 
wound healing [9–11]. ADAMTS3 associates with CCBE1 for VEGF-C activation, and 
the primary axis regulating lymphangiogenesis involves the VEGFR3 receptor (encoded 
by FLT4) and its ligand, VEGF-C. Mutations in this pathway may disrupt regulatory 
mechanisms.

Hence, the identification of mutated genes and their functions has become the focus of 
our attention. Single nucleotide polymorphisms (SNPs) occur every 200–300 base pairs 
in the human genome, serving as genetic markers [12]. Approximately 0.5 million SNPs 
are present within the coding region of the genome [13]. Amino acid substitutions in 
conserved domains can influence the structure, stability, and function of proteins. Non-
synonymous SNPs (nsSNPs) can alter protein function, leading to an increased risk of 
human diseases [14–16]. Studies have demonstrated that nsSNPs account for 50% of the 
variants associated with inheritable genetic diseases [17–19]. Various advanced tools 
employ alignment techniques based on matrix and data tree structure calculations [13, 
20, 21]. Bioinformatics plays a critical role in predicting deleterious SNPs associated 



Page 3 of 33Shinwari et al. BMC Bioinformatics          (2023) 24:251 	

with human genetic disorders. In this study, we utilized computational tools and algo-
rithms to analyze vast amounts of genetic data, identify candidate ADAMST3 SNPs, 
and predict their functional impact on protein structure and function in Hennekam syn-
drome. This in silico approach facilitates the prioritization of potentially pathogenic var-
iants, significantly reducing the time and resources required for experimental validation. 
Moreover, we anticipate that this study will facilitate the comprehension of the underly-
ing mechanisms, diagnosis, and targeted therapy design for Hennekam syndrome. This 
contribution will advance personalized medicine and aid in the management of genetic 
disorders in humans.

Results
dbSNPs/NCBI investigation of the desired gene

The SNPs of the ADAMTS3 gene were examined using the NCBI database (http://​www.​
ncbi.​nlm.​nih.​gov/) and the Ensembl genome browser (http://​asia.​ensem​bl.​org/​Homo_​
sapie​ns/​Gene/​Summa​ry). Figure 1 illustrates that a total of 70,876 SNPs have been iden-
tified in Homo sapiens, of which 848 are nonsynonymous (missense) SNPs in the NCBI 
database. In Ensembl, 919 nsSNPs and 325 synonymous SNPs were found. The method-
ology for ADAMTS3 gene analysis is summarized in Fig. 2.

Analysis of genes related to ADAMTS3 with GeneMANIA

According to our analysis, the ADAMTS3 gene is related to 20 other genes, including 
CCBE1, COL24A1, COL27A1, TLL1, BMP1, COL11A1, COL11A2, COL5A3, COL5A2, 
COL5A1, COL2A1, COL3A1, COL1A1, COL1A2, ADAMTS8, THSD7B, ADAMTS14, 
TAF1B, ADAMTS7 and ADAMTS2. Among these, five genes—COL11A1, COL5A2, 
COL1A1, ADAMTS8 and TAF1B—are co-expressed with ADAMTS3. Additionally, 

Fig. 1  Distribution of SNPs present in the ADAMTS3 gene

http://www.ncbi.nlm.nih.gov/
http://www.ncbi.nlm.nih.gov/
http://asia.ensembl.org/Homo_sapiens/Gene/Summary
http://asia.ensembl.org/Homo_sapiens/Gene/Summary
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ADAMTS3 shares a common domain with five genes: ADAMTS2, ADAMTS7, 
ADAMTS8, ADAMTS14 and THSD7B (refer to Fig. 3 and Table 1 for details).

These findings suggest that ADAMTS3 may be functionally related to the co-expressed 
genes and may share common biological pathways. Furthermore, the shared domain 
between ADAMTS3, THSD7B and other protein family members of ADAMTS suggests 
that they may have similar protein structures and potentially similar functions. These 
results provide a basis for further investigation into the biological roles of ADAMTS3 
and its potential involvement in related pathways.

SIFT and PolyPhen‑2’s prediction of deleterious nsSNPs in ADAMTS3

In this study, we examined a total of 919 nonsynonymous SNPs (nsSNPs) to determine 
their potential impacts on protein structure and function. Among the 919 nsSNPs, SIFT 
and PolyPhen-2 predicted 45 (forty-five) to be deleterious or damaging, as shown in 
Table 2. Additionally, SIFT predicted 50 nsSNPs to be potentially damaging. It is worth 
noting that minor allele frequency (MAF) information was available for only sixteen 
nsSNPs. For other nsSNPs, the MAFs may be less than 1%. These results suggest that a 
small proportion of nsSNPs within the ADAMTS3 gene may have deleterious or damag-
ing effects on the encoded protein, potentially contributing to disease susceptibility or 

Fig. 2  Flowchart of methodology
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Fig. 3  Genes related to ADAMTS3

Table 1  Genes co-expressed and sharing a domain with ADAMTS3 

Gene symbol Description Co-expression Shared 
domain

CCBE1 Collagen and calcium binding EGF domains 1 No No

COL24A1 Collagen type XXIV alpha 1 chain No No

COL27A1 Collagen type XXVII alpha 1 chain No No

TLL1 Tolloid like 1 No No

BMP1 Bone morphogenetic protein 1 No No

COL11A1 Collagen type XI alpha 1 chain Yes No

COL11A2 Collagen type XI alpha 2 chain No No

COL5A3 Collagen type V alpha 3 chain No No

COL5A2 Collagen type V alpha 2 chain Yes No

COL5A1 Collagen type V alpha 1 chain No No

COL2A1 Collagen type II alpha 1 chain No No

COL3A1 Collagen type III alpha 1 chain No No

COL1A1 Collagen type I alpha 1 chain Yes No

COL1A2 Collagen type I alpha 2 chain No No

ADAMTS8 ADAM metallopeptidase with thrombospondin type 1 motif 8 Yes Yes

THSD7B Thrombospondin type 1 domain containing 7B No Yes

ADAMTS14 ADAM metallopeptidase with thrombospondin type 1 motif 14 No Yes

TAF1B TATA-box binding protein associated factor, RNA polymerase I 
subunit B

Yes No

ADAMTS7 ADAM metallopeptidase with thrombospondin type 1 motif 7 No Yes

ADAMTS2 ADAM metallopeptidase with thrombospondin type 1 motif 2 No Yes
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progression. Further investigation into the functional consequences of these nsSNPs is 
warranted to better understand their potential roles in disease etiology.

Confirmatory analysis of the deleterious nsSNPs through different mutation prediction 

tools

Various computational algorithms were employed to investigate the pathogenic impli-
cations of the 919 nsSNPs in the ADAMTS3 gene. Out of these, only 50 nsSNPs were 
identified as completely deleterious by the SIFT tool and subjected to further analysis by 
several other tools. The top 5 nsSNPs were determined to be deleterious by all algorith-
mic tools. However, the number of deleterious SNPs varied among the different com-
putational tools. For instance, PolyPhen-2 predicted 45 deleterious nsSNPs but did not 
validate any of the five nsSNPs that SIFT classified as deleterious with a cutoff of > 0.5. 
The FATHMM tool identified only 10 nsSNPs (20%) out of 50 SIFT-predicted nsSNPs 
as deleterious, while SNAP2 predicted 45 nsSNPs (90%) as harmful, and PROVEAN 
predicted 45 nsSNPs (90%) to be severely detrimental. The PANTHER algorithm pre-
dicted the deleterious impact of 46 (92%) nsSNPs, with 40 nsSNPs classified as probably 
damaging, 6 nsSNPs as possibly damaging, and 4 as probably benign on the ADAMTS3 
protein. Mutation Assessor identified 12 nsSNPs as deleterious, while P-Mut predicted 
25 (65.21%) to be deleterious. LRT predicted 44 (88%) nsSNPs to be deleterious, while 
PhD-SNP [22] and PON-P2 revealed 26 (52%) deleterious SNPs. Similarly, SNPs&GO 
and M-CAP showed 33 (66%) and 39 (89%) nsSNPs as deleterious, respectively. Met-
aLR and MetaSVM showed 18 (36%) and 22 (44%) nsSNPs as deleterious, respectively. 
A set of five nsSNPs were deemed to be extremely deleterious as they were fully sup-
ported by all current techniques. However, PhD-SNP [22] contradicted the G374S result 
obtained using other technologies. All prediction methods produced statistically signifi-
cant results with a p value of 0.001. The results of mutation prediction tools other than 
SIFT and PolyPhen-2 and the significance of all other tools are presented in Additional 
file 1: File S1. Results of mutation prediction tools other than SIFT and PolyPhen-2 and 
the significance of all other tools are displayed (Table 3).

MutPred2 predictions of pathogenic amino acid substitutions

MutPred2 is a computational tool that evaluates the molecular properties of amino acid 
residues in humans to determine whether a substitution is associated with the disease. 
The score generated by MutPred2 indicates the likelihood of an amino acid substitution 
affecting the protein’s function. A score threshold of 0.5 is used to predict pathogenicity, 
with scores greater than or equal to 0.8 considered highly confident [23]. The higher the 
score, the more probable it is that an amino acid substitution is linked to a particular dis-
ease. Additional file 2: File S2 displays the results of MutPred2.

Conservation analysis

Based on the ConSurf analysis, it was found that 50 missense deleterious SNPs were 
distributed across various locations (with conservation scores of 7, 8 or 9) (see Addi-
tional file 3: File S3). Among these variants, 26 were located in highly conserved regions, 
with 19 of them (Q927R, G298R, C567Y, C567R, Q616H, R565W, R565Q, P371S, P513T, 
R248H, T668M, R435H, N98S, R883C, G412S, L801F, S1038F, G983S, R959W) are 
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expected to be functional and exposed residues, while the remaining 7 (I291T, V395I, 
A336V, G374S, S58F, I287F, and A370T) were predicted to be buried and structural 
residues. The analysis also revealed several conserved and buried residues, including 
F81L, Y148C, R435H, Y536C, M731T, F777L, R94L, R270H, P510A, R572C, R572H, 
Q588H, R713L, R817C, R943H, and R954H. Additionally, eight residues were found to 
be exposed (G25V, R55L, P77T, R137W, Y636C, D791V, D815Y, and R1053C).

Protein modeling

The wildtype and mutant ADAMT3 structures are predicted by AlphaFold 2. 25 muta-
tions are incorporated in the modeling of the mutant structure. 21 of them (S58F, I291T, 
G298R, A336V, A370T, P371S, G374S, G412S, R435H, Y536C, R565W, C567R, R572C, 
R576L, Q616H, Y636C, T668M, R883C, R954H, R959W and G983S) are confirmed by 
multiple software as deleterious (C567Y is not included because it occupies the same 
position as C567R), while 4 of them (R138K, R574C, C578L and Q606H) are discovered 
clinically. The wildtype and mutant models are validated by Ramachandran plot and 
MolProbity all-atom contact analysis (see Methods). The wildtype model shows 1032 
residues (85.8%) in the favored region, 77 (6.4%) in the allowed region and 94 (7.8%) 
in the outlier region, and the total residues in the favored and the allowed regions are 
1109 (92.2%). The mutant model shows 1008 residues (83.8%) in the favored region, 110 
(9.1%) in the allowed region and 85 (7.1%) in the outlier region. and the total residues in 
the favored and the allowed regions are 1118 (92.9%). (Additional file 4: File S4) For Mol-
Probity all-atom contact analysis, the wildtype protein shows a clashscore of 3.61 while 
the mutant one shows 1.88 (Additional file 5: File S5), which are acceptable values. The 
structures can be divided into 3 segments (segment 1: Met1-Pro466; segment 2: Lys467-
Val831; segment 3: Pro832-Arg1205), which are connected by loops (Fig. 4A, B). Seg-
ment 3 of both proteins mainly consists of loops without many secondary structures, so 
we consider it as an inaccurate prediction and ignore it for further analysis. We mainly 
focus on segments 1 and 2, which contain extensive secondary structures. We assume 
that there are insignificant interactions between segments, so mutations in one segment 
will not substantially affect another one. The superposition of the wildtype and mutant 
structures (Fig. 4C) shows an RMSD value of 30.367 Å.

Predicting outcomes of high‑risk nsSNPs on protein stability

The impact of 50 high-risk nonsynonymous single nucleotide polymorphisms (nsSNPs) 
in ADAMTS3 on protein stability was evaluated using MUpro and INPS3D (Additional 
file  6: File S6). The MUpro analysis predicted that 47 nsSNPs would decrease protein 
stability (ΔΔG < 0), while 3 nsSNPs would increase it (ΔΔG > 0). The INPS3D analysis 
identified 44 nsSNPs that individually decreased protein stability. Although a majority 
of the nsSNPs were predicted to have destabilizing effects, G412S, R576L, and R954H 
(identified by MUpro), and G25V, R55L, S58F, R572C, R713L, and D791V (identified by 
INPS3D) were found to enhance protein stability by both methods. However, the vari-
ants F81L, Y148C, I287F, I291T, A370T, Y536C, C567R, C567Y, and M731T were pre-
dicted to disrupt the protein structure and function, with ΔΔG values less than − 1 kcal/
mol, as determined by both tools.
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Fig. 4  Chimera structure of ADAMTS3 protein. Wildtype (A) and mutant (B) structures of segment 1 (residues 
1–466), segment 2 (residues 467–831) and segment 3 (residues 832–1205). These three segments are 
connected by loops. Segment 3 mainly consists of loops. C Superposition (alignment) of wildtype (red) and 
mutant (blue) structures
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High‑risk nsSNPs consequences on ligand binding sites prediction

The ligand-binding sites of the ADAMTS3 protein were predicted using the RaptorX Bind-
ing server (pocket multiplicity value greater than 40) and the COACH ligand-binding site 
prediction server. The RaptorX Binding analysis identified a pocket multiplicity of 151, 
which was the highest observed, and was linked to the residues G365, M366, Q367, G368, 
Y369, V395, H398, E399, H402, H408, A426, P427, L428, and V429, with an expected Zn2+ 
cation ligand. The COACH server predicted a Zn2+ cation binding site with a C-score of 
0.15, located at residues H398, H402, and H408. The rank 2 sites identified by COACH 
were linked to a Co2+ cation at residues E259, L334, 351, 355, and 356.

Local effects of mutations

We study the effects of each mutation and how they affect the structures nearby. The impact 
of 50 pathogenic ADAMTS3 non-synonymous single nucleotide polymorphisms (nsSNPs) 
on amino acid sizes, charges and hydrophobicity is analyzed by Project HOPE. Among 
these nsSNPs, 26 caused a decrease in amino acid size, whereas 22 led to an increase. At 
23 sites, the charge was altered, with 20 changing from positive to neutral, one changing 
from neutral to positive, and two changing from negative to neutral. Hydrophobicity was 
decreased in seven mutations, while 22 others resulted in an increase. These findings sug-
gest that alterations in amino acid properties at these positions have the potential to impact 
protein structure and its interactions with other molecules, ultimately affecting protein 
function (see Additional file 7: File S7). The local 3D structures of the aforementioned 25 
mutations incorporated into the AlphaFold protein models were also investigated (Fig. 5, 
Additional file 8: File S8). The results show that most of the mutations do not have large 
effects on the structure of the sequence near the mutational position in the 25 mutations. 
Only Y536C has a substantial disruption in the secondary structure nearby when compared 
with other mutations.

Post‑translational modification (PTM) prediction

We predicted common post-translational modification (PTM) including methyla-
tion, phosphorylation, ubiquitination and glycosylation for the wildtype and mutant 
structure. GPS-MSP predicted there are no methylated sites in ADAMTS3. The pre-
dicted phosphorylation sites at serine, threonine and tyrosine by various kinases dif-
fer between NetPhos 3.1 and GPS 6.0, with GPS 6.0 predicting more phosphorylation 
sites than NetPhos 3.1 for both structures (see Additional file 9: File S9). Notably, some 
phosphorylation sites appear and disappear after the mutation. GPS 6.0 shows disap-
pearance of phosphorylation sites at Ser58, Tyr536, Tyr636 and Thr668 and appearance 
of new sites at Ile291, Ala370, Pro371, Gly374, Gly412 and Gly983, while NetPhos 3.1 
shows disappearance of sites at Tyr56, Ser58 and Ser957 and appearance of new sites 
at Ile291, Pro371, Gly374, Gly412 and Gly983. Most of these changes are at the sites of 
mutations involving serine, threonine and tyrosine. It is spotted that more changes in 
phosphorylation sites are in segment 1. For ubiquitination, UbPred found 9 lysine resi-
dues of ubiquitination sites in wildtype and mutant structure, while BDM-PUB found 
37 and 36 ubiquitinated lysine residues in wildtype and mutant protein respectively, and 
after mutation, there are a few new and disappearance of ubiquitination sites, more of 
which are in segment 3 (see Additional file 10: File S10). The analysis using NetOGlyc4.0 
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predicted all possible O-glycosylation sites in both proteins, and some mutants lost or 
gained glycosylation at specific positions, a majority of which are located in segment 3 
(see Additional file 11: File S11).

Fig. 5  Changes in 3D protein structures and amino acid structures of important mutations (G298R, C567R, 
A370T, G374S (the most deleterious mutations according to Table 3) and Y536C (caused a substantial 
disruption in the secondary structure nearby)). The mutation sites are colored green
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Molecular dynamics simulation

Figure 6 illustrates the change in RMSD values over time for protein C-alpha atoms. 
For segment 1, the systems of both the wildtype and mutant structures reach equi-
librium after 130 ns, after which the RMSD values of the two structures do not differ 
significantly (wildtype: mean: 10.830  Å, SD: 0.169  Å; mutant: mean: 11.109  Å, SD: 
0.157 Å), which shows that the mutations at segment 1 do not affect the structure a 
lot. However, for segment 2, the wildtype protein reaches stability in just under 10 ns. 
Following that, the system equilibrated, and the simulation converged for the dura-
tion of the run, but the RMSD values of the mutant protein fluctuate more as com-
pared to wildtype structure throughout the simulation. The mutant structure has a 
greater RMSD (wildtype: mean: 5.31  Å, SD: 0.344  Å; mutant: mean: 14.312  Å, SD: 
0.584  Å). This indicates that the wildtype structure is more stable than the mutant 
one for segment 2. All the means and SD are calculated with values after 170 ns.

Regions of the proteins that fluctuate the most during the simulation are shown by 
peaks on the RMSF plots (Fig. 7). β-strands and α-helices are often stiffer and less vari-
able than the protein’s unstructured component. In segment 1, although the peak at resi-
dues Asn119-Pro129 is larger for the wildtype structure, the RMSFs of the wildtype and 
mutant structures are similar in general. This shows that the mutations in segment 1 do 
not stabilize or destabilize the structure significantly. In segment 2, the overall RMSF 
of the mutant structure is higher than the wildtype one, suggesting that the mutations 

Fig. 6  Root-mean-square deviation (RMSD) of the C-alpha atoms of wildtype (red) and mutant (blue) of 
segments 1 and 2 with time. A For segment 1, the difference in equilibrium RMSDs is insignificant (wildtype: 
mean: 10.830 Å, SD: 0.169 Å; mutant: mean: 11.109 Å, SD: 0.157 Å). B For segment 2, there is a significant 
difference between the RMSDs (wildtype: mean: 5.31 Å, SD: 0.344 Å; mutant: mean: 14.312 Å, SD: 0.584 Å). All 
the means and SD are calculated with values after 170 ns
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destabilized the structure at that segment. There is a huge difference in RMSFs in resi-
dues Met478-Pro523, which indicates that this region is the most destabilized.

The average structures during the simulation after 170  ns are also calculated, and 
their secondary structures are analyzed. For segment 1 (Fig. 8A–C), the percentage of 
the average secondary structure of α-helices has dropped by 5.15% in mutant structure 
when compared to the wildtype one, but there is a 3.86% increase in the percentage of 
310 helices, which might stabilize the mutant structure and counteract the destabiliz-
ing effects by the disruption of α-helices by the mutations, and a 1.50% increase in the 
percentage of turns. For segment 2 (Fig. 9A), there is a 5.48% drop in the percentage of 
β-sheets and a 4.11% increase in that of coils, which could destabilize the overall struc-
ture of the mutant protein in that segment. Apart from that, the percentage of α-helices 
has also increased by 1.10%. Looking into the distribution of the change in secondary 
structures in different residues in segment 2 (Fig. 9B, C), we see that there are disrup-
tions of β-sheets in resides Lys491-Met492, Trp506-His509 and Asn512-Thr518, which 
might be the cause of an increase in RMSFs at resides Met478-Pro523 in the mutant 
structure. We also see that there are no huge changes in the secondary structures near 
the position of mutations of most of the SNPs. There is no SNP in the residues of the 
aforementioned disruptions of β-sheets.

Analysis of the radius of gyration (Rg) is also conducted. The two most crucial indi-
cators for determining a macromolecule’s structural activity are Rg determination and 
calculations of distance. The rate at which a protein folds is proportional to its com-
pactness and can be measured using a sophisticated computer method for calculat-
ing the gyration radius. From Rg (radius of gyration) analysis of wildtype and mutant 

Fig. 7  Root-Mean-Square Fluctuation (RMSF) for each residue of wildtype protein (red) and mutant protein 
(blue) of segments 1 (A) and 2 (B). A The RMSFs of the wildtype and mutant structures are similar in general. 
B The overall RMSF of the mutant structure is higher than that of the wildtype one
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structures, it can be observed that the mutant one revealed overall higher Rg values 
over the simulation time scale when compared to those of wildtype in both segments 
1 and 2, but the difference for segment 1 is not as significant as that for segment 2. As 
a result, the flexibility of the mutant is increased (Fig. 10A, B).

Solvent accessible surface area (SASA) analysis indicated that the mutant structure 
has a higher SASA value than wildtype for both segments 1 and 2 (Fig. 11A, B). Since 
a higher SASA value denotes protein expansion, it can be suggested that wildtype is 

Fig. 8  Analysis of secondary structure in segment 1 after 170 ns of MD simulation. Average secondary 
structure of wildtype and mutant structures (A). Secondary structure elements of wildtype (B) and mutant (C) 
structures. The mutating amino acids are marked red
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more stable than the mutant protein. The reason for a greater change observed in the 
SASA value could be the effect of amino acid substitution by altering the size of the 
protein surface and other characteristics.

The total number of H-bonds within the proteins was also calculated during the 
MD simulation as depicted in Fig.  12A, B. The difference between the number of 
H-bonds for segment 1 is insignificant, again indicating that the effect of destabiliza-
tion is small for mutations in this segment. For segment 2, it can be noted that the 
wildtype structure forms a greater number of H-bonds while the mutant one exhibit a 
fewer number of H-bonds, which may affect the stability of the mutant protein.

Fig. 9  Analysis of secondary structure in segment 2 after 170 ns of MD simulation. Average secondary 
structure of wildtype and mutant structures (A). Secondary structure elements of wildtype (B) and mutant (C) 
structures. The mutating amino acids are marked red
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Fig. 10  Radii of gyration (Rg) of wildtype protein and mutant protein of segments 1 and 2. A For segment 1, 
the difference in Rg is not large (wildtype: mean: 23.339 Å, SD: 0.082 Å; mutant: mean: 23.984 Å, SD: 0.139 Å). 
B For segment 2, there is a significant difference between the Rg (wildtype: mean: 27.648 Å, SD: 0.163 Å; 
mutant: mean: 33.564 Å, SD: 0.402 Å). All the means and SD are calculated with values after 170 ns

Fig. 11  The solvent accessible surface area (SASA) (Å2) of wildtype and mutant protein of segments 1 (A) 
and 2 (B). For both segments, the SASA (Å2) of the mutant structure is higher than that of the wildtype one 
(Segment 1 wildtype: mean: 21,906.066 Å2, SD: 282.987 Å2; mutant: mean: 22,675.036 Å2, SD: 453.033 Å2; 
segment 2 wildtype: mean: 21,565.973 Å2, SD: 245.14 Å2; mutant: mean: 22,160.942 Å2, SD: 269.095 Å2). All the 
means and SD are calculated with values after 170 ns
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Principal component analysis (PCA)

In this study, PCA was used to analyze the trajectories and structures of the wildtype 
and mutant proteins in segments 1 and 2. The plots generated from PCA analysis show 
the collective motions of the system projected onto the first two principal components.

The plots of segments 1 and 2 (Fig. 13A, B) indicate that there is a significant dif-
ference in the trajectories and motions of the wildtype and mutant protein systems. 
In segment 1, the plots of the wildtype and mutant structures overlap to a great 
extent, indicating that the mutations in this segment have little effect on the collective 
motions of the protein. However, in segment 2, there is less overlap between the plots 
of the wildtype and mutant structures, suggesting that the mutations in this segment 
have a greater impact on the collective motions of the protein.

Free energy landscape (FEL)

FEL plots are made after the PCA analysis using the first two principal components. 
In the plots of FEL (Fig.  14A–D), the conformation with the lowest energy is indi-
cated by a deep blue color. For segment 1, the lowest energy for the wildtype structure 
is 12.2 kJ/mol, while that for the mutant one is 10.9 kJ/mol. For segment 2, the low-
est energy for the wildtype structure is 7.80 kJ/mol, but that for the mutant structure 
is 9.08  kJ/mol. For both segments, the wildtype and mutant structures show differ-
ences in the numbers and the positions of stable conformations, which correspond to 

Fig. 12  The total number of H-bond count throughout the simulation of wildtype and mutant protein of 
segments 1 and 2. A For segment 1, the difference in the number of H-bonds for is not large (wildtype: mean: 
396.854, SD: 7.427; mutant: mean: 392.351, SD: 9.540). B For segment 2, there is a larger difference between 
the SASA (wildtype: mean: 263.192, SD: 6.421; mutant: mean: 255.709, SD: 9.473). All the means and SD are 
calculated with values after 170 ns
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the local minima in the FEL plots. These suggest that the mutations have affected the 
overall conformational stability of the protein.

Discussion
The lymphatic system plays a crucial role in maintaining the fluid and tissue bal-
ance of the body. The transcription factors PROX1 and SOX18n collaborate to induce 
the growth and differentiation of lymphatic endothelial cells from veins. Primary 

Fig. 13  The PCA plots for trajectory analysis of segments 1 (A) and segment 2 (B). The wildtype and mutant 
trajectory data are represented by blue and red dots respectively
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Fig. 14  Free energy landscape (FEP) analysis. Gibbs energy is plotted as a function of the first 2 principal 
components (PC1 and PC2) for wildtype segment 1 (lowest energy = 12.2 kJ/mol) (A), mutant segment 1 
(lowest energy = 10.9 kJ/mol) (B), wildtype segment 2 (lowest energy = 7.80 kJ/mol) (C) and mutant segment 
2 (lowest energy = 9.08 kJ/mol) (D). The conformation with the lowest energy is indicated by a deep blue 
color
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lymphedema, which can be solitary or syndromic, may result from the malfunction of 
several other proteins that are essential for lymphatic system development. To date, 27 
genes have been associated with primary lymphedema [24]. The present study investi-
gated the impact of SNPs on the structure and function of the ADAMTS3 protein using 
cutting-edge in-silico techniques. Specifically, 848 nsSNPs of the ADAMTS3 gene were 
identified in the dbSNP database, 919 in the Ensembl database, and only 16 of the known 
MAFs of nsSNPs in the ADAMTS3 gene were less than 1%. SIFT and PolyPhen-2 con-
firmed that 50 nsSNPs in the ADAMTS3 gene are high-risk and deleterious.

The top five nsSNPs with high risk are highly deleterious, as indicated by all cutting-
edge prediction techniques utilized in this study (Additional file 1: File S1). These five 
nsSNPs (G298R, C567Y, A370T, C567R, and G374S) could be used as a marker for other 
patients with mutations in the ADAMT3 gene, even if they have not yet been associ-
ated with Hennekam syndrome caused by ADAMTS3. Three of these nsSNPs (A370T, 
C567Y, and C567R) were found to disrupt the function and structure of the ADAMTS3 
protein with MUpro and INPS3D. These SNPs have the potential to contribute to the 
pathophysiology of ADAMTS3-related disorders, such as Hennekam syndrome. Some 
of the nsSNPs that we have described have been shown to be pathogenic in patients with 
Hennekam syndrome due to mutations in the ADAMTS3 gene [5].

In the current study, we utilized the same in silico procedures as described previously 
for different genes to determine lower numbers of nsSNPs [25, 26]. Like our study, we 
predicted missense mutations for the ADAMTS3 gene that are deleterious and have 
been demonstrated to destabilize the protein’s structure and function. Similar studies 
have been conducted using the same protocols to predict nsSNPs for various genes and 
disorders [26]. Computational analysis of nsSNPs of the ADA gene in Severe Combined 
Immunodeficiency, through similar protocols, showed one mutation, while studies on 
TCGR1 and CCBE1 showed more than 10 mutations [26–28].

In selecting highly pathogenic variations, we considered the effects of non-synony-
mous single nucleotide polymorphisms (nsSNPs) on sequence conservation, sequence 

Fig. 14  continued
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features, and structural factors [29]. We used a comprehensive selection of cutting-edge 
techniques to predict pathogenic nsSNPs based on wide-ranging approaches [29]. We 
confirmed the predictions of SIFT and PolyPhen-2 using 16 other tools, including PAN-
THER-PSEP, PhD-SNP, PROVEAN, SNPs&GO, SNAP2, PON-P2, VarCards (FATHMM, 
CADD, LRT, M-CAP, MutationTaster, Mutation Assessor, MetaLR, FATHMM MKL 
Coding), PMut, and MutPred2. These computational techniques present different pre-
diction characteristics based on various databases. According to a previous study based 
on ClinVar benchmark results, PolyPhen-2, MutationTaster, and SIFT have elevated 
sensitivity [30]. For instance, a study employing benchmark data from ClinVar, TP53, 
and PPARG found values between 65.00 and 76.99%. Despite PROVEAN’s high spec-
ificity, Mutation Taster, PolyPhen-2, and SIFT have higher sensitivity than other tools 
[30]. Therefore, we included VARCARDS, SIFT, PROVEAN, Mutation Taster 2, and 
PolyPhen-2 in our prediction analysis. We also used databases such as SNAP2, PON-
P2, MutPred2, PhD-SNP, PANTHER-PSEP, and PMut to speed up the polymorphism 
calculation.

Numerous biological procedures and processes depend on amino acids, especially 
highly modified and conserved protein interactions. SNPs in conserved loci can cause 
more significant deleterious effects than those in non-conserved loci [31]. In our study, 
we detected a total of 26 nsSNPs, of which 19 (Q927R, G298R, C567Y, C567R, Q616H, 
R565W, R565Q, P371S, P513T, R248H, T668M, R435H, N98S, R883C, G412S, L801F, 
S1038F, G983S, R959W) were found at evolutionarily conserved regions and impor-
tant functional residues. The remaining nsSNPs, which were located on either exposed 
or buried residues, were not expected to have any significant structural or functional 
importance in the ADAMTS3 protein. Although these 19 ADAMTS3 nsSNPs have not 
yet been identified in individuals with Hennekam syndrome, they would be considered 
pathogenic nsSNPs if they were found in the future.

Protein stability is a critical factor for the biological function, activity, and control of 
biomolecules. Pathogenic missense mutations often result from improper folding and 
reduced stability of proteins [32, 33]. Protein thermodynamic stability is determined 
by measuring the folding free energy (ΔG), which is the energy difference between the 
folded and unfolded states. Generally, a ΔΔG > 0 indicates enhanced stability, while 
a ΔΔG < 0 indicates decreased stability in the mutant protein. MUpro and INPS3D 
predicted that 42 of the 50 high-risk nsSNPs would impair protein stability, while the 
remaining 8 nsSNPs had negative ΔΔG values according to at least one of the two 
approaches. However, when assessing mutations based on ΔΔG other than zero, it 
is crucial to consider that a mutation may lead to significant structural changes in the 
protein, depending on the relative values of ΔG and ΔΔG [31]. Proteins undergo con-
formational changes to become functional [34]. COACH and RaptorX Binding ligand-
binding site servers predicted that the high-risk nsSNPs G365, M366, Q367, G368, Y369, 
V395, H398, E399, H402, H408, A426, P427, L428, and V429 are ligand-binding sites. 
ConSurf assigned them a score of 9, indicating that they are highly conserved and could 
be used to monitor harmful mutations. SNPs are more common in conserved positions 
[35]. Among them, H398, H402, and H408 were predicted by COACH and RaptorX 
based on higher pocket scores, to serve as a binding site for drug designing purposes 
[36]. The previously described mutations I291T and I168P, together with all the newly 
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predicted missense mutations, destabilized the protein activity [5]. To examine the bio-
physical characteristics of these variations, the Project HOPE tool was utilized, reveal-
ing some differences in the properties of the amino acids in the mutations, which could 
lead to disruption of the structure and hence misfolding. Additionally, the results from 
Project HOPE showed that many mutations did not affect their neighboring secondary 
structures in the sequences, but they were still deleterious, suggesting that they affected 
structures far away from the mutation positions. For example, the formation of tertiary 
structures might cause interactions between the mutation position and another region, 
resulting in a remote effect. Therefore, changing an amino acid at a specific site might 
disrupt the protein structure and induce misfolding.

Experiments are considered more reliable in classifying pathogenic mutations. How-
ever, conducting recurrent experiments on all non-synonymous single nucleotide poly-
morphisms (nsSNPs) is time-consuming. Therefore, the methods used in this analysis 
support the various outcomes of SNPs that illustrate pathogenicity. The importance of 
deleterious nsSNPs that affect a potential phosphorylation site was highlighted by post-
translational modification (PTM) prediction. Modeling of the wildtype and mutant 
proteins is a reasonable assumption, but it should be noted that even small changes in 
one segment can potentially affect the overall stability and conformation of the protein, 
ultimately affecting its function. Hence, it is crucial to analyze each segment separately 
to understand the potential impact of the mutations. PTM prediction is relevant in 
the context of nsSNPs as PTMs can be affected by changes in the amino acid sequence 
resulting from nsSNPs. PTMs are chemical modifications that occur after protein trans-
lation and can alter protein function, localization, stability, and interactions with other 
molecules. If an nsSNP occurs within a PTM site, it may affect the likelihood or effi-
ciency of PTM occurrence, which can in turn impact protein function. For instance, if 
an nsSNP causes a change in the amino acid sequence at a phosphorylation site, it may 
alter the ability of kinases to recognize and phosphorylate the site, affecting downstream 
signaling pathways. PTM prediction tools can help identify potential PTM sites within a 
protein sequence and assess the impact of nsSNPs on these sites. This information can 
be useful in understanding the potential functional consequences of nsSNPs and prior-
itizing nsSNPs for further investigation.

The MD simulation studies were introduced to explore the dynamic behavior and sta-
bility of the protein. The RMSD, RMSF, secondary structure, Rg, SASA and hydrogen 
bonding analyses suggest that the mutations have different effects on the stability of the 
two segments of the ADAMTS3 protein. After including the 25 mutations, segment 2 
shows a more significant destabilization effect than segment 1. The analysis of secondary 
structure shows that in segment 1, the mutations do not significantly affect the stabil-
ity of the structure, but they may alter the distribution of secondary structures. In seg-
ment 2, the mutations lead to destabilization of the structure, particularly in the region 
of residues Met478-Pro523, which show higher RMSFs and disruption of β-sheets. This 
secondary structure analysis also shows the remote effect in Project HOPE analysis—the 
secondary structures next to most of the mutation sites are not disrupted, but the dis-
turbances occur at another part within the segment, again suggesting that the effects 
of mutations act via tertiary interactions. Additionally, the mutant structure exhibits a 
higher RMSD, RMSF, Rg and SASA compared to the wildtype for segment 2, indicating 
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greater flexibility and suggesting that the mutations may affect the overall compactness 
and shape of the protein. The decrease in the number of H-bonds in the mutant struc-
ture compared to the wildtype further supports the destabilizing effect of the mutations, 
which aligns with the fact that β-strands are disrupted in segment 2. These findings 
could provide insights into the functional consequences of the mutations and guide fur-
ther experimental investigations. However, the effect of the mutations on segment 1 is 
relatively small, with little difference in RMSD, RMSF, Rg and the number of H-bonds 
observed between the wildtype and mutant structures, which might be explained by the 
fact that the mutations increased the percentage of α-helices when there is a decrease in 
β-strand percentage. This suggests that the main stabilization effects of the mutations 
come from segment 2. Since we did not include C567Y in our protein model as it is at 
the same position as another mutation C567R, the effects of C567Y have not been exten-
sively studied in MD simulation. Further studies are needed to show how it affects the 
protein.

It is noted that among the 25 mutations included in modeling the mutant structure, 
4 of them, namely I291T, A370T, Y536C and C567R, are predicted to affect the stability 
of the protein by MUpro and INPS3D. 2 of them (I291T and A370T) are in segment 1 
while the other 2 (Y536C and C567R) are in segment 2. Despite the 2 destabilizing muta-
tions in segment 1, it is found with MD simulation that segment 1 does not have sig-
nificant destabilization effects when they exist in the model. Since MUpro and INPS3D 
predict the effects of each mutation individually without considering other mutations, 
while MD simulation uses a mutant model that incorporates multiple mutations at the 
same time to study their effects, this suggests that the combined effects of multiple 
mutations are not just a simple superposition of individual mutations, which is indicated 
by the insignificant destabilization in segment 1 although the 2 destabilizing mutations 
(I291T and A370T) are included. When both destabilizing mutations, together with 
other mutations, exist, the destabilizing effects were alleviated. This might be evidence 
that compensatory effects of mutations are present in ADAMTS3. Similar intragenic 
compensatory mutations were also observed in various organisms and viruses such as 
DNA Bacteriophage φX174 [37] and influenza A virus [38]. It is worth investigating the 
mechanism of the compensatory effects of ADAMTS3 and whether they share a com-
mon mechanism in different biological systems.

The fact that the stability of segment 1 is not destabilized, but the mutations are still 
deleterious might be rationalized by the results in the PTM analysis. We showed that 
there are a lot of changes in phosphorylation sites in segment 1. Since phosphorylation 
is a crucial mechanism for the activation and deactivation of enzymes in organisms [39], 
the mutations might destroy some phosphorylation sites, making the protein unable to 
activate or deactivate, which affects its function substantially. This provides a possible 
mechanism explaining why the mutations are deleterious without destabilizing the pro-
tein to a great extent.

Principal component analysis indicates a difference in the trajectories of the two seg-
ments after incorporating the mutations. FEL plots of the two segments of the wildtype 
and mutant structures further show that the stable conformations and Gibbs free energy 
change are not the same, which might change the shape in its stable form, preventing the 
protein from working properly.
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In silico studies also have limitations, the first of which is that the reported causative 
nsSNPs were only partial, necessitating laboratory confirmation to confirm the findings. 
Our results provide data on the ADAMTS3 gene’s pathogenic nsSNPs, protein 3D struc-
ture, potential PTMs sites, and gene–gene interaction, which could aid future research 
into the gene’s function in Hennekam syndrome and other related disorders.

Conclusion
We identified 22 deleterious mutations, 5 of which (G298R, C567Y, A370T, C567R and 
G374S) are exceptionally deleterious. We also included 4 other mutations previously 
discovered clinically. They have various effects on post-translational modification and 
ligand binding. Some of them were also shown to destabilize ADAMTS3. Further molec-
ular dynamics simulation by modeling with 21 deleterious mutations and 4 clinically dis-
covered mutations suggests that these mutations have various effects on different parts 
of the protein. These studies can help future research on the important SNPs for causing 
the disease. The association between the predicted deleterious SNPs and HKLLS3 can 
be tested by in vivo studies in animal models and clinical studies in a large population.

Methods
Collection of ADAMTS3 gene data

The Human SNP information for the ADAMTS3 gene was compiled using multiple 
online sources, including Mendelian Inheritance in Man (OMIM) [40], NCBI dbSNP 
(https://​www.​ncbi.​nlm.​nih.​gov/​snp). Specifically, missense SNPs were collected by 
selecting them from the list and downloading the resulting list of missense SNPs in 
the ADAMTS3 gene by clicking “Send to” and then “File”. From this list, only the Ref-
erence SNP cluster ID [41] was used. Additionally, information was gathered from the 
UniProt database [42]. The assembly process was conducted with adherence to scientific 
standards.

Prediction through SIFT and PolyPhen‑2

The nature of non-synonymous single nucleotide polymorphisms (nsSNPs), whether 
they are deleterious/damaging or tolerated, was determined in this study using two 
methodologies, namely SIFT and PolyPhen-2. SIFT predicts harmful nsSNPs by ana-
lyzing protein homology sequence and natural nsSNP alignments. When the score 
is less than 0.05, SIFT considers the effect of nsSNPs on protein function to be del-
eterious [43]. On the other hand, PolyPhen-2 assesses the structural and functional 
consequences of a protein by analyzing its amino acid sequence and substitutions. 
PolyPhen-2 classifies a mutation or substituted amino acid in a query protein as 
“Probably Damaging” (score > 0.98), “Possibly Damaging” (0.446 < score ≤ 0.908), or 
“Benign” (score ≤ 0.446) [44].

Missense mutations’ functional effects evaluation

The results obtained from the SIFT and PolyPhen-2 methodologies were further 
validated by other computational algorithms, including Mutation Assessor, PON-P2, 

https://www.ncbi.nlm.nih.gov/snp
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SNPs&GO, PROVEAN, PMut, SNAP2, PANTHER, VarCards, and PhD-SNP, to 
confirm the functional consequences of missense mutations. The PROVEAN algo-
rithm was used to calculate the detrimental effects of nsSNPs on ADAMTS3 protein 
sequences. In cases of homologous sequence, delta alignment scores were used by 
these tools to compare protein sequence and variant versions. An alignment score 
of ≤ -2.5 indicated a harmful nsSNP [45]. The SNAP2 algorithm, which is a neu-
ral network-based classifier, was used to predict the consequences of single amino 
acid alterations in ADAMTS3 protein. The server accepted a FASTA sequence and 
outputted a prediction score ranging from + 100 (strong effect prediction) to 100 
(strong neutral) indicating the probability that a mutation would impair the native 
protein’s ability to perform its intended function [46]. The PON-P2 algorithm was 
used to determine the pathogenicity of amino acid substitutions by considering the 
characteristics of amino acids, GO annotations, evolutionarily conserved sequences, 
and functional annotations based on a machine-learning-based approach. The PON-
P2 classification system divides all forms into three types: pathogenic, neutral, and 
unknown [47].

PMut is a neural network-based algorithm that accurately predicts whether a 
single amino acid point mutation will be pathogenic with an 80% success rate in 
humans. The PMut website can distinguish between neutral variations and disease-
associated protein sequences when a FASTA sequence is uploaded. A score greater 
than 0.5 indicates the presence of pathogenic nsSNPs [48]. SNPs&GO and PhD-SNP 
are important machine-learning methods that rely on the comparative conservation 
scores of numerous sequence alignments [49]. The PhD-SNP tool contains 36,000 
detrimental and benign SNVs and generates an accuracy index score that catego-
rizes the effect of an SNP as either disease or neutral. It was developed and tested 
using the ClinVar dataset [22]. PANTHER-PSEP (PANTHER-position-specific evo-
lutionary preservation, http://​panth​erdb.​org/​appar​atuses/​csnpS​coreF​orm.​jsp) uses 
homologous proteins to identify possible ancestral protein sequences at nodes of 
phylogenetic trees using an evolutionary preservation measure [50]. The origins 
of each amino acid can be traced, and an estimate of how long it has been in its 
pre-existing forms can be made. The PSEP score is divided into three groups based 
on preservation time: “probably damaging” (preservation time > 450 my), “possibly 
damaging” (preservation time 450my > time > 200my), and “probably benign” (pres-
ervation time < 200my). VarCards, which gives results from the following tools: 
M-CAP, MetaLR, MetaSVM, FATHMM MKL Coding, Mutation Assessor, CADD, 
and DANN, was also used. Additionally, VarCards makes it easier for researchers, 
scientists, and geneticists to obtain information from a variety of sources [51].

MutPred2’s prediction of disease‑related phenotypes and amino acid substitution

In order to predict the molecular mechanism underlying a disease caused by an 
amino acid substitution in a mutated protein, the MutPred web server (http://​mutpr​
ed.​mutdb.​org/) utilizes multiple aspects of protein structure, function, and evolution 
[23]. To predict certain structural abnormalities, PSI-BLAST, SIFT, and Pfam profiles 
are employed. The combined scores of these servers yield a prediction with a higher 
degree of accuracy.

http://pantherdb.org/apparatuses/csnpScoreForm.jsp
http://mutpred.mutdb.org/
http://mutpred.mutdb.org/
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GeneMANIA to understand ADAMTS3 interactions with other genes

In order to investigate the association between the ADAMTS3 gene and other genes 
based on pathways, expression, localization, genetics, and protein interaction, Gene-
MANIA (https://​genem​ania.​org/) was employed [52].

To confirm the relationship between the ADAMTS3 gene and other genes based on 
pathways, expression, localization, genetics and protein interactions, GeneMANIA 
(https://​genem​ania.​org/) was utilized [52].

nsSNPs effects on protein stability

Furthermore, the effect of nsSNPs on the stability of ADAMTS3 protein was evalu-
ated using MUpro and INPS3D.

INPS3D

INPS3D, a newly developed tool, is capable of predicting protein stabilities in wildtype 
and mutant. The INPS-MD (Impact of Non-synonymous mutations on Protein Stabil-
ity—Multi Dimension) web server (https://​inpsmd.​bioco​mp.​unibo.​it/​inpsS​uite/​defau​
lt/​index​3D) was used for this purpose. This tool takes into account various aspects, 
such as hydrophobicities and molecular weights of the original and mutated amino 
acids, the difference in alignment scores, the mutation probability of the original resi-
due, the relative solvent accessibility (RSA) of the native amino acid, and the local 
energy difference between the wildtype and mutant protein structures. To predict the 
stability changes caused by each mutation, the PDB file of the AlphaFold-predicted 
structure of ADAMTS3 and the mutations predicted by SIFT and PolyPhen-2 were 
input into INPS3D. The change in stability caused by each mutation was measured by 
ΔΔG [53].

MUpro

The MUpro tool, available at http://​mupro.​prote​omics.​ics.​uci.​edu/, employs machine 
learning techniques such as vector machines and neural networks to estimate the 
impact of single-site amino acid substitutions on protein stability [54]. These algo-
rithms were developed using a large dataset of mutations, allowing predictions of sta-
bility changes even in the absence of tertiary structures. The predictive power of the 
tool was evaluated using a dataset of 1615 mutations and a 20-fold cross-validation 
approach, resulting in a reliability of 84.2% when using sequence data as input.

Predictions of ligand binding sites

RaptorX

RaptorX Binding (http://​rapto​rx.​uchic​ago.​edu/​Bindi​ngSite/) is a computational tool 
that predicts protein binding sites based on a 3D model and other features including 
the secondary and tertiary structure of the protein, disordered regions, solvent acces-
sibility, and others [55]. In addition to using the uGDT (Global Distance Test) and 
uSeqID (Sequence Identity) criteria, the tool incorporates a p value and a pocket mul-
tiplicity factor when predicting binding sites. A higher score indicates a higher degree 
of reliability for the predicted binding pocket, specifically when the score exceeds 40.

https://genemania.org/
https://genemania.org/
https://inpsmd.biocomp.unibo.it/inpsSuite/default/index3D
https://inpsmd.biocomp.unibo.it/inpsSuite/default/index3D
http://mupro.proteomics.ics.uci.edu/
http://raptorx.uchicago.edu/BindingSite/
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COACH

To predict protein–ligand binding sites, the meta-server program COACH (http://​
zhang​lab.​ccmb.​med.​umich.​edu/​COACH/) utilizes two comparison approaches, TM-
SITE and S-SITE, to recognize ligand binding templates from the BioLiP protein 
function database, as well as binding-specific sub-structure and sequence feature cor-
relations. The COACH server ranks the top ten models based on cluster size, PDB 
hits, ligand names, consensus binding residues, and readily available, downloadable 
complex structures, assigning a C-Score to each model. The C-score is a measure of 
the predicted reliability and ranges from 0–1, with higher scores indicating greater 
reliability [56].

Conservation analysis (ConSurf)

To determine the evolutionary conservation pattern of amino acids within the protein 
sequence, Bayesian empirical inference was employed. This approach provides con-
servation scores and color schemes, where a variable amino acid is assigned a score 
of one and the most conserved amino acid is assigned a score of nine. The FASTA 
sequence of ADAMTS3 protein was submitted for ConSurf analysis [56].

Prediction of PTMs sites

In order to predict protein activity based on post-translational modifications (PTMs), 
we employed various tools to predict potential PTM sites in ADAMTS3 protein. To 
predict methylation sites, we used GPS-MSP 1.0 (http://​msp.​biocu​ckoo.​org/​online.​
php) [57]. For the prediction of potential phosphorylation sites, we employed GPS 6.0 
(https://​gps.​biocu​ckoo.​cn/​online.​php) and NetPhos 3.1 (https://​servi​ces.​healt​htech.​
dtu.​dk/​servi​ces/​NetPh​os-3.​1/) [58, 59]. NetPhos 3.1 utilizes an ensemble of neural 
networks to predict phosphorylation sites and a NetPhos score > 0.5 indicates phos-
phorylation. A higher GPS 6.0 score indicates a higher probability of phosphorylation. 
To determine possible methylation and ubiquitylation sites, we used GPS-MSP 1.0, 
UbPred (http://​www.​ubpred.​org), and BDM-PUB (http://​bdmpub.​biocu​ckoo.​org/) 
[17, 50]. To predict glycosylation sites, we employed NetOGlyc 4.0 (https://​servi​ces.​
healt​htech.​dtu.​dk/​servi​ces/​NetOG​lyc-4.​0/), which predicts glycosylation sites based 
on a threshold value of 0.5 for the predicted glycosylation score [60, 61].

Protein modeling

An accurate tool for predicting protein structure, AlphaFold 2 [62], was utilized. Both 
the wildtype and mutant model were constructed by the offline version of Alphafold 2 
Colab [63]. The wildtype and mutant models were validated through the Ramachan-
dran plot [64] and MolProbity all-atom contact analysis [65]. MolProbity is used to 
check the existence of steric clashes in order to validate the structures. It uses clash-
score to measure the amount of steric clashes a protein structure has. The overlap of 
each pair of nonbonded atoms is calculated according to their van der Waals surfaces. 
If the overlap is more than 0.4  Å, that pair of nonbonded atoms are considered to 
have a serious clash. The clashscore is the number of serious clashes per 1000 atoms 
in the protein.

http://zhanglab.ccmb.med.umich.edu/COACH/
http://zhanglab.ccmb.med.umich.edu/COACH/
http://msp.biocuckoo.org/online.php
http://msp.biocuckoo.org/online.php
https://gps.biocuckoo.cn/online.php
https://services.healthtech.dtu.dk/services/NetPhos-3.1/
https://services.healthtech.dtu.dk/services/NetPhos-3.1/
http://www.ubpred.org
http://bdmpub.biocuckoo.org/
https://services.healthtech.dtu.dk/services/NetOGlyc-4.0/
https://services.healthtech.dtu.dk/services/NetOGlyc-4.0/
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Project HOPE

In this study, we utilized a web-based program called Project HOPE to assess the impact 
of amino acid mutations on their physical properties, including size, charge, and hydro-
phobicity [66]. The structural changes resulting from these mutations were visualized 
using both the wildtype and mutant models generated by AlphaFold 2.

Molecular dynamics simulation

For the study, molecular dynamics simulations were carried out for 200 ns using the Des-
mond algorithm from Schrodinger LLC [66, 67]. The wildtype and mutant proteins were 
preprocessed with the Protein Preparation Wizard of Maestro, which included complex 
optimization and minimization. The System Builder software was used to prepare each 
system with the TIP3P solvent model and an orthorhombic box. The box dimensions 
were specified as a buffer distance of a = 20.0 Å, b = 20.0 Å, c = 20.0 Å. To simulate phys-
iological conditions, the system was neutralized with counterions and 0.15  M sodium 
chloride (NaCl) was added. The OPLS 2005 force field was used to parametrize the pro-
teins, which includes conformational energetics, stretch, bend, and torsion parameters. 
The potential energy of the proteins was minimized and the simulation was executed 
in the NPT ensemble to eliminate high energies in the predicted model. The molecular 
simulation was performed at 1  atm and 300 K for 200 ns. Trajectories were saved for 
analysis after every 200 ps, and the stability of the simulation was confirmed by compar-
ing the root mean square deviation (RMSD) and root mean square fluctuation (RMSF) 
of the proteins over time. The trajectory files were also evaluated for radius of gyration 
(Rg), solvent-accessible surface area (SASA), hydrogen bond analysis, and secondary 
structure analysis [68].

Analysis of the secondary structure

In order to generate the 4 PDB files of average wildtype and mutant structures in 2 seg-
ments of the frames after 170 ns, we utilized GROMACS and the gmx covar command 
with the -av parameter [69]. Subsequently, we performed secondary structure analysis of 
each structure using STRIDE [70].

Principal component analysis (PCA)

Principal component analysis (PCA) is a widely used method for analyzing molec-
ular dynamics (MD) trajectories. This method involves mapping the coordinates of 
each atom in each frame of the trajectory onto a set of orthogonal vectors (princi-
pal components) in order to reduce the dimensionality of the data. The covariance 
matrix of the atomic coordinates is calculated, and the eigenvalues and eigenvectors 
are obtained through diagonalization of the covariance matrix, generating the princi-
pal components.

In this study, GROMACS software was used to perform PCA. Two commands, gmx 
covar and gmx anaeig, were utilized for this purpose. Only the coordinates of the 
C-alpha atoms were considered in the analysis.
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Free energy landscape (FEL)

The free energy landscape (FEL) is a tool for exploring the energy distribution 
of a protein in various variables, including principal components, and provides 
insight into its stability and conformational changes. The Gibbs free energy, 
which incorporates both enthalpy and entropy, is calculated at each state to gen-
erate the FEL.

In our study, FEL analysis was performed using GROMACS with the gmx sham 
command. The Gibbs free energy was calculated as a function of the first two princi-
pal components, considering only the C-alpha atoms.

Statistical analysis

Using SPSS version 23 and Microsoft Excel, correlation analysis was performed on 
computational in silico tool predictions. The Student’s t-test was used to investigate 
significant differences predicted by the numerous computational algorithms. p val-
ues ≤ 0.001 were considered significant.

Supplementary Information
The online version contains supplementary material available at https://​doi.​org/​10.​1186/​s12859-​023-​05361-6.

Additional file 1: Figure S1. Overall significance of the prediction tools used in the study. Table S1. Confirmation of 
the deleterious nsSNPs by other prediction software.

Additional file 2: File S2. Results of MutPred2 analysis.

Additional file 3: File S3. Consurf analysis.

Additional file 4: File S4. Ramachandran Plot for wildtype and mutant model.

Additional file 5: File S5. Output from MolProbity all-atom contact analysis.

Additional file 6: File S6. The effects of 50 high-risk nsSNPs of ADAMTS3 gene on protein stability predicted by 
MUpro, INPS3D and MAF.

Additional file 7: File S7. Predicted effects of the mutations from 50 high-risk pathogenic nsSNPs of ADAMTS3 on 
amino acid size, charge and hydrophobicity.

Additional file 8: File S8. Changes in 3D protein structures and amino acid structures of important mutations.

Additional file 9: File S9.—Phosphorylation analysis of mutant protein by GPS 6.0.

Additional file 10: File 10.—Ubiquitylation analysis of mutant protein by BDM-PUB.

Additional file 11: File 11.—O-glycosylation analysis of mutant protein by NetOGlyc 4.0.

Acknowledgements
The authors would like to thank the Hong Kong University of Science and Technology, the Institute of Chemical 
Engineering in the Department of Immunochemistry of the Ural Federal University and the Ural Branch of the Russian 
Academy of Sciences for providing high-performance computers.

Author contributions
KS (Conception or design of the work, data collection, data analysis and interpretation, critical revision of the article, 
and drafting the article), YW (Data analysis and interpretation, critical revision of the article, and drafting the article), 
HMR (Data analysis and interpretation), NX (Drafting the article), MAB (Drafting the article), IAT (Supervision and critical 
revision of the article) and VAC (Supervision and critical revision of the article). All authors read and approved the final 
manuscript.

Funding
None.

Availability of data and materials
All the data analyzed during the study are included with links in the article. The ADAMTS3 missense data was down-
loaded from https://​www.​ncbi.​nlm.​nih.​gov/​snp.

https://doi.org/10.1186/s12859-023-05361-6
https://www.ncbi.nlm.nih.gov/snp


Page 31 of 33Shinwari et al. BMC Bioinformatics          (2023) 24:251 	

Declarations

Ethics approval and consent to participation
Not applicable.

Consent for publication
Not applicable.

Competing interests
The authors declare that they have no competing interests.

Received: 23 November 2022   Accepted: 25 May 2023

References
	1.	 Lee YG, Kim SC, Park S-B, Kim MJ. Hennekam syndrome: a case report. Ann Rehabil Med. 2018;42(1):184–8.
	2.	 Rao BS, Vani MS, Kanth BS. Hennekam lymphangiectasia syndrome. 2015.
	3.	 Van Balkom IDC, Alders M, Allanson J, Bellini C, Frank U, De Jong G, Kolbe I, Lacombe D, Rockson S, Rowe P, 

et al. Lymphedema–lymphangiectasia–mental retardation (Hennekam) syndrome: a review. Am J Med Genet. 
2002;112(4):412–21.

	4.	 Cormier-Daire V, Lyonnet S, Lehnert A, Martin D, Salomon R, Patey N, Broyer M, Ricour C, Munnich A. Craniosynosto-
sis and kidney malformation in a case of Hennekam syndrome. Am J Med Genet. 1995;57(1):66–8.

	5.	 Alders M, Hogan BM, Gjini E, Salehi F, Al-Gazali L, Hennekam EA, Holmberg EE, Mannens MMAM, Mulder MF, 
Offerhaus GJA, et al. Mutations in CCBE1 cause generalized lymph vessel dysplasia in humans. Nat Genet. 
2009;41(12):1272–4.

	6.	 Brouillard P, Dupont L, Helaers R, Coulie R, Tiller GE, Peeden J, Colige A, Vikkula M. Loss of ADAMTS3 activity causes 
Hennekam lymphangiectasia–lymphedema syndrome 3. Hum Mol Genet. 2017;26(21):4095–104.

	7.	 Alders M, Al-Gazali L, Cordeiro I, Dallapiccola B, Garavelli L, Tuysuz B, Salehi F, Haagmans MA, Mook OR, Majoie CB, 
et al. Hennekam syndrome can be caused by FAT4 mutations and be allelic to Van Maldergem syndrome. Hum 
Genet. 2014;133(9):1161–7.

	8.	 Janssen L, Dupont L, Bekhouche M, Noel A, Leduc C, Voz M, Peers B, Cataldo D, Apte SS, Dubail J, et al. ADAMTS3 
activity is mandatory for embryonic lymphangiogenesis and regulates placental angiogenesis. Angiogenesis. 
2016;19(1):53–65.

	9.	 Hofer TPJ, Frankenberger M, Mages J, Lang R, Hoffmann R, Colige A, Ziegler-Heitbrock L. Tissue-specific induction of 
ADAMTS2 in monocytes and macrophages by glucocorticoids. J Mol Med. 2008;86(3):323–32.

	10.	 Colige A, Vandenberghe I, Thiry M, Lambert CA, Van Beeumen J, Li S-W, Prockop DJ, Lapiere CM, Nusgens BV. 
Cloning and characterization of ADAMTS-14, a novel ADAMTS displaying high homology with ADAMTS-2 and 
ADAMTS-3. J Biol Chem. 2002;277(8):5756–66.

	11.	 Nelson F, Dahlberg L, Laverty S, Reiner A, Pidoux I, Ionescu M, Fraser GL, Brooks E, Tanzer M, Rosenberg LC. Evidence 
for altered synthesis of type II collagen in patients with osteoarthritis. J Clin Investig. 1998;102(12):2115–25.

	12.	 Lee J-E, Choi JH, Lee JH, Lee MG. Gene SNPs and mutations in clinical genetic testing: haplotype-based testing and 
analysis. Mutat Res Fundam Mol Mech Mutagen. 2005;573(1):195–204.

	13.	 Rajasekaran R, George Priya Doss C, Sudandiradoss C, Ramanathan K, Rituraj P, Rao S. Computational and structural 
investigation of deleterious functional SNPs in breast cancer BRCA2 gene. Chin J Biotechnol. 2008;24(5):851–6.

	14.	 Jia M, Yang B, Li Z, Shen H, Song X, Gu W. Computational analysis of functional single nucleotide polymorphisms 
associated with the CYP11B2 gene. PLoS ONE. 2014;9(8):e104311.

	15.	 Chitrala KN, Yeguvapalli S. Computational screening and molecular dynamic simulation of breast cancer associated 
deleterious non-synonymous single nucleotide polymorphisms in TP53 gene. PLoS ONE. 2014;9(8):e104242.

	16.	 George Priya Doss C, Rajasekaran R, Sudandiradoss C, Ramanathan K, Purohit R, Sethumadhavan R. A novel compu-
tational and structural analysis of nsSNPs in CFTR gene. Genomic Med. 2008;2(1):23–32.

	17.	 Radivojac P, Vacic V, Haynes C, Cocklin RR, Mohan A, Heyen JW, Goebl MG, Iakoucheva LM. Identification, analysis, 
and prediction of protein ubiquitination sites. Proteins Struct Funct Bioinform. 2010;78(2):365–80.

	18.	 Doniger SW, Kim HS, Swain D, Corcuera D, Williams M, Yang S-P, Fay JC. A catalog of neutral and deleterious poly-
morphism in yeast. PLoS Genet. 2008;4(8):e1000183.

	19.	 Ramensky V, Bork P, Sunyaev S. Human non-synonymous SNPs: server and survey. Nucleic Acids Res. 
2002;30(17):3894–900.

	20.	 Kamatani N, Sekine A, Kitamoto T, Iida A, Saito S, Kogame A, Inoue E, Kawamoto M, Harigai M, Nakamura Y. Large-
scale single-nucleotide polymorphism (SNP) and haplotype analyses, using dense SNP maps, of 199 drug-related 
genes in 752 subjects: the analysis of the association between uncommon SNPs within haplotype blocks and the 
haplotypes constructed with haplotype-tagging SNPs. Am J Hum Genet. 2004;75(2):190–203.

	21.	 Mehmood A, Kaushik AC, Wang Q, Li C-D, Wei D-Q. Bringing structural implications and deep learning-based drug 
identification for KRAS mutants. J Chem Inf Model. 2021;61(2):571–86.

	22.	 Capriotti E, Calabrese R, Casadio R. Predicting the insurgence of human genetic diseases associated to sin-
gle point protein mutations with support vector machines and evolutionary information. Bioinformatics. 
2006;22(22):2729–34.

	23.	 Pejaver V, Urresti J, Lugo-Martinez J, Pagel KA, Lin GN, Nam H-J, Mort M, Cooper DN, Sebat J, Iakoucheva LM, 
et al. Inferring the molecular and phenotypic impact of amino acid variants with MutPred2. Nat Commun. 
2020;11(1):5918.



Page 32 of 33Shinwari et al. BMC Bioinformatics          (2023) 24:251 

	24.	 Rasheed MA, Iqbal MN, Saddick S, Ali I, Khan FS, Kanwal S, Ahmed D, Ibrahim M, Afzal U, Awais M. Identification 
of lead compounds against Scm (fms10) in Enterococcus faecium using computer aided drug designing. Life. 
2021;11:77.

	25.	 Khatabi KE, El-mernissi R, Moukhliss Y, Hajji H, Rehman HM, Yadav R, Lakhlifi T, Ajana MA, Bouachrine M. Rational 
design of novel potential EGFR inhibitors by 3D-QSAR, molecular docking, molecular dynamics simulation, and 
pharmacokinetics studies. Chem Data Collect. 2022;39: 100851.

	26.	 Shinwari K, Rehman HM, Liu G, Bolkov MA, Tuzankina IA, Chereshnev VA. Novel disease-associated missense single-
nucleotide polymorphisms variants predication by algorithms tools and molecular dynamics simulation of human 
TCIRG1 gene causing congenital neutropenia and osteopetrosis. Front Mol Biosci. 2022;9:409.

	27.	 Essadssi S, Krami AM, Elkhattabi L, Elkarhat Z, Amalou G, Abdelghaffar H, Rouba H, Barakat A. Computational analysis 
of nsSNPs of ADA gene in severe combined immunodeficiency using molecular modeling and dynamics simula-
tion. J Immunol Res. 2019;2019:5902391.

	28.	 Shinwari K, Guojun L, Deryabina SS, Bolkov MA, Tuzankina IA, Chereshnev VA. Predicting the most deleterious mis-
sense nonsynonymous single-nucleotide polymorphisms of hennekam syndrome-causing CCBE1 gene, in silico 
analysis. Sci World J. 2021;2021:6642626.

	29.	 Shivakumar D, Williams J, Wu Y, Damm W, Shelley J, Sherman W. Prediction of absolute solvation free energies using 
molecular dynamics free energy perturbation and the OPLS force field. J Chem Theory Comput. 2010;6(5):1509–19.

	30.	 AbdulAzeez S, Borgio JF. In-silico computing of the most deleterious nsSNPs in HBA1 gene. PLoS ONE. 
2016;11(1):e0147702.

	31.	 Abdulazeez S, Sultana S, Almandil NB, Almohazey D, Bency BJ, Borgio JF. The rs61742690 (S783N) single nucleotide 
polymorphism is a suitable target for disrupting BCL11A-mediated foetal-to-adult globin switching. PLoS ONE. 
2019;14(2):e0212492.

	32.	 Khafizov K, Ivanov MV, Glazova OV, Kovalenko SP. Computational approaches to study the effects of small genomic 
variations. J Mol Model. 2015;21(10):251.

	33.	 Li J, Zhao T, Zhang Y, Zhang K, Shi L, Chen Y, Wang X, Sun Z. Performance evaluation of pathogenicity-computation 
methods for missense variants. Nucleic Acids Res. 2018;46(15):7793–804.

	34.	 Miller MP, Kumar S. Understanding human disease mutations through the use of interspecific genetic variation. 
Hum Mol Genet. 2001;10(21):2319–28.

	35.	 Bross P, Corydon TJ, Andresen BS, Jørgensen MM, Bolund L, Gregersen N. Protein misfolding and degradation in 
genetic diseases. Hum Mutat. 1999;14(3):186–98.

	36.	 Yousaf A, Shehzadi T, Farooq A, Ilyas K. Protein active site prediction for early drug discovery and designing. Int Rev 
Appl Sci Eng. 2021;13(1):98–105.

	37.	 Poon A, Chao L. The rate of compensatory mutation in the DNA bacteriophage φX174. Genetics. 
2005;170(3):989–99.

	38.	 Wu NC, Young AP, Dandekar S, Wijersuriya H, Al-Mawsawi LQ, Wu T-T, Sun R. Systematic identification of H274Y com-
pensatory mutations in influenza A virus neuraminidase by high-throughput screening. J Virol. 2013;87(2):1193–9.

	39.	 Ardito F, Giuliani M, Perrone D, Troiano G, Lo Muzio L. The crucial role of protein phosphorylation in cell signaling 
and its use as targeted therapy. Int J Mol Med. 2017;40(2):271–80.

	40.	 Nicholas FW. Online Mendelian Inheritance in Animals (OMIA): a comparative knowledgebase of genetic disorders 
and other familial traits in non-laboratory animals. Nucleic Acids Res. 2003;31(1):275–7.

	41.	 Sherry ST, Ward MH, Kholodov M, Baker J, Phan L, Smigielski EM, Sirotkin K. dbSNP: the NCBI database of genetic 
variation. Nucleic Acids Res. 2001;29(1):308–11.

	42.	 Bairoch A, Bougueleret L, Altairac S, Amendolia V, Auchincloss A, Puy G, Axelsen K, Baratin D, Blatter M, Boeckmann 
B. Consortium, U. The universal protein resource (UniProt). Nucleic Acids Res. 2008;36:D190–5.

	43.	 Ng PC, Henikoff S. SIFT: predicting amino acid changes that affect protein function. Nucleic Acids Res. 
2003;31(13):3812–4.

	44.	 Adzhubei I, Schmidt S, Peshkin L, Ramensky V, Gerasimova A, Bork P. Catalog of somatic mutations in cancer and 
bioinformatics mutation-prediction tools PolyPhen2. Nat Methods. 2010;7:248–9.

	45.	 Choi Y, Chan AP. PROVEAN web server: a tool to predict the functional effect of amino acid substitutions and indels. 
Bioinformatics. 2015;31(16):2745–7.

	46.	 Bromberg Y, Yachdav G, Rost B. SNAP predicts effect of mutations on protein function. Bioinformatics. 
2008;24(20):2397–8.

	47.	 Niroula A, Urolagin S, Vihinen M. PON-P2: prediction method for fast and reliable identification of harmful variants. 
PLoS ONE. 2015;10(2):e0117380.

	48.	 Ferrer-Costa C, Gelpí JL, Zamakola L, Parraga I, de la Cruz X, Orozco M. PMUT: a web-based tool for the annotation of 
pathological mutations on proteins. Bioinformatics. 2005;21(14):3176–8.

	49.	 Calabrese R, Capriotti E, Fariselli P, Martelli PL, Casadio R. Functional annotations improve the predictive score of 
human disease-related mutations in proteins. Hum Mutat. 2009;30(8):1237–44.

	50.	 Tang H, Thomas PD. PANTHER-PSEP: predicting disease-causing genetic variants using position-specific evolutionary 
preservation. Bioinformatics. 2016;32(14):2230–2.

	51.	 Li J, Shi L, Zhang K, Zhang Y, Hu S, Zhao T, Teng H, Li X, Jiang Y, Ji L, et al. VarCards: an integrated genetic and clinical 
database for coding variants in the human genome. Nucleic Acids Res. 2018;46(D1):D1039–48.

	52.	 Warde-Farley D, Donaldson SL, Comes O, Zuberi K, Badrawi R, Chao P, Franz M, Grouios C, Kazi F, Lopes CT, et al. The 
GeneMANIA prediction server: biological network integration for gene prioritization and predicting gene function. 
Nucleic Acids Res. 2010;38(suppl_2):W214–20.

	53.	 Savojardo C, Fariselli P, Martelli PL, Casadio R. INPS-MD: a web server to predict stability of protein variants from 
sequence and structure. Bioinformatics. 2016;32(16):2542–4.

	54.	 Cheng J, Randall A, Baldi P. Prediction of protein stability changes for single-site mutations using support vector 
machines. Proteins Struct Funct Bioinform. 2006;62(4):1125–32.

	55.	 Källberg M, Wang H, Wang S, Peng J, Wang Z, Lu H, Xu J. Template-based protein structure modeling using the 
RaptorX web server. Nat Protoc. 2012;7(8):1511–22.



Page 33 of 33Shinwari et al. BMC Bioinformatics          (2023) 24:251 	

•
 
fast, convenient online submission

 •
  

thorough peer review by experienced researchers in your field

• 
 
rapid publication on acceptance

• 
 
support for research data, including large and complex data types

•
  

gold Open Access which fosters wider collaboration and increased citations 

 
maximum visibility for your research: over 100M website views per year •

  At BMC, research is always in progress.

Learn more biomedcentral.com/submissions

Ready to submit your researchReady to submit your research  ?  Choose BMC and benefit from: ?  Choose BMC and benefit from: 

	56.	 Yang J, Roy A, Zhang Y. Protein–ligand binding site recognition using complementary binding-specific substructure 
comparison and sequence profile alignment. Bioinformatics. 2013;29(20):2588–95.

	57.	 Yang J, Roy A, Zhang Y. BioLiP: a semi-manually curated database for biologically relevant ligand–protein interac-
tions. Nucleic Acids Res. 2013;41(D1):D1096–103.

	58.	 Ashkenazy H, Abadi S, Martz E, Chay O, Mayrose I, Pupko T, Ben-Tal N. ConSurf 2016: an improved methodology to 
estimate and visualize evolutionary conservation in macromolecules. Nucleic Acids Res. 2016;44(W1):W344–50.

	59.	 Deng W, Wang Y, Ma L, Zhang Y, Ullah S, Xue Y. Computational prediction of methylation types of covalently modi-
fied lysine and arginine residues in proteins. Brief Bioinform. 2017;18(4):647–58.

	60.	 Blom N, Gammeltoft S, Brunak S. Sequence and structure-based prediction of eukaryotic protein phosphorylation 
sites. J Mol Biol. 1999;294(5):1351–62.

	61.	 Xue Y, Zhou F, Zhu M, Ahmed K, Chen G, Yao X. GPS: a comprehensive www server for phosphorylation sites predic-
tion. Nucleic Acids Res. 2005;33(suppl_2):W184–7.

	62.	 Jumper J, Evans R, Pritzel A, Green T, Figurnov M, Ronneberger O, Tunyasuvunakool K, Bates R, Žídek A, Potapenko A, 
et al. Highly accurate protein structure prediction with AlphaFold. Nature. 2021;596(7873):583–9.

	63.	 Mirdita M, Schütze K, Moriwaki Y, Heo L, Ovchinnikov S, Steinegger M. ColabFold: making protein folding accessible 
to all. Nat Methods. 2022;19(6):679–82.

	64.	 Gooch JW. Ramachandran plot. In: Encyclopedic dictionary of polymers. New York: Springer; 2011. p. 919.
	65.	 Williams CJ, Headd JJ, Moriarty NW, Prisant MG, Videau LL, Deis LN, Verma V, Keedy DA, Hintze BJ, Chen VB. MolPro-

bity: More and better reference data for improved all-atom structure validation. Protein Sci. 2018;27(1):293–315.
	66.	 Venselaar H, te Beek TAH, Kuipers RKP, Hekkelman ML, Vriend G. Protein structure analysis of mutations causing 

inheritable diseases. An e-Science approach with life scientist friendly interfaces. BMC Bioinform. 2010;11(1):548.
	67.	 Bowers KJ, Chow E, Xu H, Dror RO, Eastwood MP, Gregersen BA, Klepeis JL, Kolossvary I, Moraes MA, Sacerdoti FD. 

Scalable algorithms for molecular dynamics simulations on commodity clusters. In: Proceedings of the 2006 ACM/
IEEE Conference on Supercomputing. 2006. p. 84-es.

	68.	 Ferreira LG, Dos Santos RN, Oliva G, Andricopulo AD. Molecular docking and structure-based drug design strategies. 
Molecules. 2015;20:13384–421.

	69.	 Pronk S, Páll S, Schulz R, Larsson P, Bjelkmar P, Apostolov R, Shirts MR, Smith JC, Kasson PM, van der Spoel D, et al. 
GROMACS 4.5: a high-throughput and highly parallel open source molecular simulation toolkit. Bioinformatics. 
2013;29(7):845–54.

	70.	 Heinig M, Frishman D. STRIDE: a web server for secondary structure assignment from known atomic coordinates of 
proteins. Nucleic Acids Res. 2004;32(suppl_2):W500–2.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.


	In-silico assessment of high-risk non-synonymous SNPs in ADAMTS3 gene associated with Hennekam syndrome and their impact on protein stability and function
	Abstract 
	Introduction
	Results
	dbSNPsNCBI investigation of the desired gene
	Analysis of genes related to ADAMTS3 with GeneMANIA
	SIFT and PolyPhen-2’s prediction of deleterious nsSNPs in ADAMTS3
	Confirmatory analysis of the deleterious nsSNPs through different mutation prediction tools
	MutPred2 predictions of pathogenic amino acid substitutions
	Conservation analysis
	Protein modeling
	Predicting outcomes of high-risk nsSNPs on protein stability
	High-risk nsSNPs consequences on ligand binding sites prediction
	Local effects of mutations
	Post-translational modification (PTM) prediction
	Molecular dynamics simulation
	Principal component analysis (PCA)
	Free energy landscape (FEL)

	Discussion
	Conclusion
	Methods
	Collection of ADAMTS3 gene data
	Prediction through SIFT and PolyPhen-2
	Missense mutations’ functional effects evaluation
	MutPred2’s prediction of disease-related phenotypes and amino acid substitution
	GeneMANIA to understand ADAMTS3 interactions with other genes
	nsSNPs effects on protein stability
	INPS3D
	MUpro
	Predictions of ligand binding sites
	RaptorX
	COACH
	Conservation analysis (ConSurf)
	Prediction of PTMs sites
	Protein modeling
	Project HOPE
	Molecular dynamics simulation
	Analysis of the secondary structure
	Principal component analysis (PCA)
	Free energy landscape (FEL)

	Statistical analysis

	Anchor 42
	Acknowledgements
	References


