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Abstract 

Background:  Simulating DNA evolution has been done through coevolution-agnostic 
probabilistic frameworks for the past 3 decades. The most common implementation is 
by using the converse of the probabilistic approach used to infer phylogenies which, in 
the simplest form, simulates a single sequence at a time. However, biological systems 
are multi-genic, and gene products can affect each other’s evolutionary paths through 
coevolution. These crucial evolutionary dynamics still remain to be simulated, and we 
believe that modelling them can lead to profound insights for comparative genomics.

Results:  Here we present CastNet, a genome evolution simulator that assumes each 
genome is a collection of genes with constantly evolving regulatory interactions in 
between them. The regulatory interactions produce a phenotype in the form of gene 
expression profiles, upon which fitness is calculated. A genetic algorithm is then used 
to evolve a population of such entities through a user-defined phylogeny. Importantly, 
the regulatory mutations are a response to sequence mutations, thus making a 1–1 
relationship between the rate of evolution of sequences and of regulatory parameters. 
This is, to our knowledge, the first time the evolution of sequences and regulation have 
been explicitly linked in a simulation, despite there being a multitude of sequence 
evolution simulators, and a handful of models to simulate Gene Regulatory Network 
(GRN) evolution. In our test runs, we see a coevolutionary signal among genes that are 
active in the GRN, and neutral evolution in genes that are not included in the network, 
showing that selective pressures imposed on the regulatory output of the genes are 
reflected in their sequences.

Conclusion:  We believe that CastNet represents a substantial step for developing new 
tools to study genome evolution, and more broadly, coevolutionary webs and complex 
evolving systems. This simulator also provides a new framework to study molecular 
evolution where sequence coevolution has a leading role.

Keywords:  Evolution simulation, Evo-devo, Complex systems, Gene regulatory 
networks, Evolutionary systems, Coevolutionary webs, Coevolution

Background
DNA and amino acid sequence evolution have traditionally been simulated through 
probabilistic models that infer substitutions on a single sequence in a branch-independ-
ent manner [1–5]. These methods do not allow for gene coevolution by principle, since 
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they simulate the evolution of a single sequence, one branch at a time [6, 7], impeding 
by design the simulation of coevolving sequences. Biological evolution, however, has a 
diversity of examples in which sequence coevolution within and across lineages is evi-
dent and often pervasive (e.g. [8–10]).

The evolution of networks of interacting genes, or gene regulatory networks (GRNs) 
has been studied with simulations since the landmark models of Wagner [11, 12]. These 
studies, and related ones that followed (e.g. [13–16]) focus on the structural properties of 
GRNs that emerge due to the evolutionary process. One of these studies identified that 
robustness to mutation can emerge spontaneously through evolution, via the modifica-
tion the GRN topology, thus ensuring consistent developmental results from networks 
that were slightly dissimilar [13]. Many of these studies find that structural properties of 
the GRNs affect a system’s access to phenotypic spaces, or its evolvability, a crucial com-
ponent of evolving systems we should understand in an environment that is changing at 
an ever-faster pace. The insights into evolutionary dynamics these studies achieved are 
ground-breaking and, in our view, still warrant additional study.

The studies of sequence and GRN evolution have remained separate so far. The most 
obvious reasoning for this is that the evolution of regulation is expected to influence 
regulatory sequences, rather than protein-coding sequences. However, biological exam-
ples of sequence coevolution observed directly on protein-coding sequences led us 
to propose a simulator in which GRN evolution and sequence evolution are explicitly 
linked. This simulator enables exploration into the extent to which the coevolutionary 
links among gene products constrain or channel sequence evolution. Such a system also 
allows for a simulation-driven test of the analytical proofs by González-Forero [17], and 
can help to determine whether developmental information can be extracted solely from 
sequence evolution.

Implementation
Here we present CastNet, a highly customizable software for simulating the evolution of 
virtual organisms composed of genomes and proteomes, where genes are functionally 
linked.

Virtual organism structure

CastNet creates a genome of a user-defined size in nucleotides, n × l (n = number of 
genes, l = sequence length in base pairs). The simulated genome is built by randomly 
sampling codons under a uniform distribution. CastNet then creates a regulatory matrix 
R of size n × n, which encodes the regulatory effects each gene of the system has on all 
other genes, and the regulatory effect that all genes have on each gene. The values in 
this matrix are sampled from a uniform distribution within a user-defined range that 
ideally includes negative (downregulation/repression) as well as positive (upregulation/
activation) values, and then a mask is used to turn a user-defined proportion of cells to 
0, to enforce sparseness. There are two additional gene-specific regulatory parameters: 
(1) a threshold θ indicating the minimum activating signal that needs to be received by 
each gene in order for it to be expressed (from Espinosa-Soto 2008 [16]), and (2) A gene-
specific decay rate � determining how quickly each gene’s amount decreases with time 
under an exponential decay model.
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Simulating development

With the regulatory parameters R , � = [�G1,�G2, . . . , �Gn] , and θ = [θG1, θG2, . . . , θGn] , 
CastNet simulates the development of a system through a time-discrete Markov 
Chain by calculating the gene quantities vector qt at each step t , following:

where qt = [qG1(t), qG2(t), . . . , qGn(t)] is a vector of size n with the quan-
tity qGi(t) of each gene at time t (quantities are in arbitrary units), 
qt−1 = [qG1(t − 1), qG2(t − 1), . . . , qGn(t − 1)] is the gene quantities in the prior step of 
the chain, ReLUθ is a rectifier function that rectifies to 0 any value below each gene’s 
activation threshold θGi , and c = [cG1, cG2, . . . , cGn] is a vector of size n that has a zero if 
the gene has a stop codon, and one otherwise. c multiplies by 0 the quantities of any gene 
which shows a nonsense mutation (i.e. with a stop codon mid-sequence), and by one that 
of genes with an intact open reading frame. This Markov chain is run for a user-defined 
number of developmental steps m , using an arbitrary seed quantity of 1 for the first gene 
in the list, and 0 for all other genes. This recursive operation results in an expression 
matrix E of size n × m , which can be interpreted as gene expression profiles for all genes 
in the system (Algorithm 1). This simulation of development assumes that all genes are 
monoexonic and have single isoform, and that regulation is happening exclusively at the 
level of transcription (similar to Wagner’s model in [11]).

A standard genetic algorithm (GA) [18] is used to simulate evolution in this system 
(Algorithm 2). Broadly, the mutation of an organism in each generation occurs in the 
following steps:

1.	 Mutate the genome sequence based on a user-defined ‘probability of a point muta-
tion per base, per generation’ rate µ.

(1)qt = ReLU θ R · qt−1 + qt−1e
−�

∗ c
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2.	 Assign each mutation to the gene in which it happened, and whether they are syn-
onymous, non-synonymous, or nonsense mutations.

3.	 For each mutation, mutate any regulatory value from the corresponding gene, reflect-
ing their synonymous or non-synonymous nature. Non-synonymous mutations will 
occur in links which are known to be active (e.g., a gene that is expressed in the 
parental expression matrix E ), whereas synonymous mutations would occur in links 
which are known to be inactive (e.g., parental expression matrix E shows no activa-
tion of that specific link). Synonymous regulatory mutations are intended to allow 
for ‘under the hood’ or hidden regulatory changes, which do not have a measurable 
effect in the actual GRN but would allow for larger innovations if the mutated gene is 
activated.. Whether a mutation occurs on regulatory parameters θ or � is determined 
by the proportion of regulatory values these two vectors represent (  2

2+n
 , where n is 

the number of genes).

The following assumptions are in place in the mutational process: 1. Point mutations 
are equally likely across the genome (i.e. no site rate heterogeneity), and each mutation 
will result in any of the other three nucleotides with equal probability (i.e. follows a JC 
model), 2. The location of a mutation in the sequence is independent from the regulatory 
mutation, 3. The reproductive system is clonal, haploid, and does not have recombina-
tion, 4. Insertions/deletions, and gene/genome duplications do not occur, 5. Regulatory, 
evolutionary and fitness parameters are branch-specific unless otherwise enforced by 
the user.

The phenotype upon which fitness is measured is the output of the regulatory param-
eters (i.e., the gene expression profiles). Four metrics are used to evaluate the fitness of 
each gene expression profile: gene quantities must not increase exponentially; the more 
genes activated in the system, the fitter the organism; gene expression should be as sta-
ble as possible; and the system must have reached maturity (indicated by an arbitrary 
gene having passed a user-defined threshold in quantity, and being expressed in the final 
developmental step). Specific details on how these metrics are calculated are in Addi-
tional file 1, and in the manual at the CastNet homepage.

CastNet then allows populations of such systems to evolve through user-defined 
branches, and numbers of generations, and in the end, will have multiple sequences sim-
ulated for each GRN, following the selective pressures imposed on the gene expression 
profile. CastNet simulates the evolution of multi-genic systems branch by branch, and 
the way the outputs are organized makes changing evolutionary parameters mid-branch 
relatively easy. This feature permits the simulation of branch-specific (or generation-
specific within one branch) changes in rates of evolution, population size, and selective 
strategies.
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Results
We ran a proof con concept (POC) of CastNet with two simulated test runs of four 
lineages, five genes of 3000  bp each, and 20,000 generations, using a fully symmetri-
cal tree (Fig. 1A and E), a selection proportion of p = 0.1, but with two different selec-
tion strategies: ‘high pressure’ (only fittest p survive—Run 1), and ‘totally relaxed’ ( p 
random organisms survive—Run 2). Our main interest with this proof of concept is to 
ensure realistic results at three main levels: 1. sequence evolution simulation, 2. GRN 
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and development evolution simulation, and 3. the link between sequence and regulatory 
mutations. For the mutation rate per base per generation μ, we used as a conservative 
measure, 5.33333e-6 (this represents a suitable starting point for a genome of this size—
but see manual for detailed recommended settings for this and all other parameters, 
as well as benchmarks on how time increases with increasing parameter values). This 
rate, over the 20,000 generations is expected to produce patristic distances of 0.1066666 
subtitutions per site if no selection is present. We cannot provide a fair comparison of 
these POCs with pre-existing probability-based sequence evolution simulators because 
functional sequence co-evolution—CastNet’s main feature—is not included in the most 
widely used simulators.

Run 1: stringent selection

Sequence evolution was simulated effectively in parallel for all five genes, as all gene 
trees show the intended topology (Fig.  1B). Interestingly, there are gene-specific evo-
lutionary patterns, although larger replicates are needed to determine how they reflect 
the evolution of regulatory parameters. Ideally, one would have multiple replicates for 
statistical power, as well as a reliable metric that compares gene trees within tree space 
and identifies co-variation of branch lengths. Combined with the (known) variation of 
the regulatory parameters, one could identify patterns that link regulatory evolution to 
sequence evolution. In this POC, regulatory parameter evolution was also successfully 
simulated, as it is reflected in the mean fitness traces with strong positive selection in the 
first few thousand generations, and a stabilization in a local optimum for the remainder 
of the run on all branches (Fig. 1C). Finally, gene participation is strongly selected for, 
as in the founder population, Gene 3 is only activated in 1% of the population, whereas 
in all subsequent lineages this number is 100% (Fig. 1D). The fact that Gene 4 is never 
activated is also evident in the number of stop codons each lineage’s sequence has (Line-
age A: 13, Lineage B: 12, Lineage C: 12, Lineage D: 15), showing that sequences of genes 

Fig. 1  Experimental data from Runs 1 and 2 of the CastNet proof-of-concept. A–D shows results for Run 
1 (stringent selection), and E–H for Run 2 (no selection). A and E show the target phylogenies, B and F the 
gene trees, C and G the mean population fitness progression (sampled every 100 generations, for 20,000 
generations), and D and H in what proportion of the population each gene was expressed
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not involved in the normal operation of gene expression will accumulate stop codons, as 
would be expected from a silenced gene. Thus, this simulation run confirms that Cast-
Net is effective at all three levels initially sought: simulating sequence evolution, simulat-
ing the evolution of regulation, and passing selective signals from the regulatory network 
onto the genomic sequence.

Run 2: no selection

Without selection, gene trees still follow the correct phylogeny, but no longer show gene-
specific branch length patterns (Fig. 1F). The generalized branch length pattern confirms 
the hypothesis stated above that under no selection, the patristic distances of the tip lin-
eages should be close to 0.1. The stochastic way of exploring the fitness landscape when 
there is no selection is clear on (Fig. 1G), where it progresses in a much less structured 
way than on Fig. 1D, where selection was present. In addition, we also noticed that selec-
tion for gene participation was virtually non-existent in comparison to Run 1, as most 
genes were inactive throughout most of the tree (Fig. 1H). The only ones still expressed 
are Genes 1 and 5, which are both needed in order for a system to exist, and will be pre-
sent regardless of nonsense mutations in their sequences. In this case, Gene 1 indeed has 
accumulated nonsense mutations (Gene 1 is always expressed because it is the one that 
kick-starts development), therefore under more realistic conditions this whole popula-
tion would have potentially gone extinct.

Conclusion
The sequence simulator presented can effectively simulate the evolution of coding 
sequences which coevolve due to functional links and have a concrete output as develop-
mental profiles. We envisage that CastNet will serve to address many new and old ques-
tions from phylogenetics; for example, to what extent can coevolutionary interactions 
between genes or systems (regulatory or otherwise) be modelled by measuring sequence 
covariation through time (given appropriate methods and sample sizes). Additionally, 
CastNet sets ‘number of generations’ and ‘mutation rate’ as separate parameters, unlike 
the probabilistic models currently used to infer and ultimately simulate phylogenies, 
in which branch length is a combination of both values. This feature enables a rigor-
ous exploration of systematic biases like long branch attraction, and how to better man-
age them, as well as testing for the accuracy of time-tree inference programs, which are 
methods designed to reliably disentangle time (= number of generations) and mutation 
rate from observed samples.
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