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Abstract 

Background:  Autism spectrum disorders (ASD) are a group of neurodevelopmental 
disorders characterized by difficulty communicating with society and others, behavio-
ral difficulties, and a brain that processes information differently than normal. Genetics 
has a strong impact on ASD associated with early onset and distinctive signs. Currently, 
all known ASD risk genes are able to encode proteins, and some de novo mutations 
disrupting protein-coding genes have been demonstrated to cause ASD. Next-genera-
tion sequencing technology enables high-throughput identification of ASD risk RNAs. 
However, these efforts are time-consuming and expensive, so an efficient computa-
tional model for ASD risk gene prediction is necessary.

Results:  In this study, we propose DeepASDPerd, a predictor for ASD risk RNA based 
on deep learning. Firstly, we use K-mer to feature encode the RNA transcript sequences, 
and then fuse them with corresponding gene expression values to construct a feature 
matrix. After combining chi-square test and logistic regression to select the best fea-
ture subset, we input them into a binary classification prediction model constructed by 
convolutional neural network and long short-term memory for training and classifica-
tion. The results of the tenfold cross-validation proved our method outperformed the 
state-of-the-art methods. Dataset and source code are available at https://​github.​com/​
Onebe​ar-X/​DeepA​SDPred is freely available.

Conclusions:  Our experimental results show that DeepASDPred has outstanding 
performance in identifying ASD risk RNA genes.
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Background
Autism spectrum disorders (ASD) are neurodevelopmental disorders encompassed 
three types: autism, Asperger’s syndrome, and pervasive developmental disorder to be 
classified. The main manifestations of ASD are difficulties with social and other interac-
tions, communication, behavioral difficulties and the brain processing information in a 
different way than normal. ASD is heritable with a complex and heterogeneous genetic 
component and usually develops in the first three years of life [1–3]. At present, all 
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known ASD risk genes are capable of encoding proteins, and a number of de novo muta-
tions disrupting protein-coding genes have been shown to cause ASD [4–6]. A grow-
ing volume of research indicates that RNA plays an important role in the translation of 
biological genetic information [7], RNA modifications are associated with multiple dis-
eases in organisms [8]. Therefore, it is important to explore RNA-based classification 
prediction for the treatment of ASD. For the diagnosis of ASD, several clinical informa-
tion of ASD patients, such as symptom data, magnetic resonance image data and whole 
brain structural image data, are usually relied upon to build computational prediction 
models [9–12]. However, these models are not applicable to the prediction of ASD risk 
gene. In addition, genetic methods for identifying ASD risk gene, such as genome-wide 
association studies, copy number variation studies, and whole exome sequencing, are 
time-consuming and laborious. Therefore, there is a need to develop more efficient com-
putational methods or tools.

To date, there have been a number of studies that have used machine learning to target 
ASD with RNA, and these studies have yielded some results. In 2016, Cogill et al. used 
wrapper and best-first search methods for feature selection and constructed support 
vector machine (SVM) models based on brain development gene expression data [13]. In 
2018, Gok et al. used Haar wavelet transform to extract features on gene expression val-
ues and combined with Bayes network for classification and prediction of ASD risk gene 
[14]. In 2020, Wang et al. utilized a autoencoder network for representation learning of 
gene expression data, followed by a random forest network-derived K-mer method for 
feature representation of gene transcript sequences, and finally three machine learning 
models, including logistic regression (LR), SVM and random forest (RF), combined with 
ten-fold cross-validation were used to predict and rank RNA sequences, respectively, 
and RF was selected as the final model [15]. Zhao et  al. developed the random walk 
method based on AutDB for predicting genes associated with ASD [16]. 2021, Hasan 
et  al. collected 1055 data from toddlers and 705 data from adults by Q&A, including 
age, family history of ASD, and app used, and further used machine learning methods 
to predict whether they had ASD or not[17]. Lin et al. proposed the ASD-Risk method 
using inheritable bi-objective combinatorial genetic algorithm and SVM to further 
improve the prediction performance for ASD risk gene [18]. Although ASD-Risk has 
been improved compared to existing studies, it still suffers from low accuracy and weak 
model generalization.

In this work, we proposed a new computational method DeepASDPred to identify 
ASD risk gene, and the core classification module is a convolutional neural network 
(CNN) and long short-term memory (LSTM) parallel concatenated model. First, we con-
verted the original RNA nucleotide sequences into vector form using K-mer. Then, the 
vector features were fused with their corresponding gene expression values. To reduce 
the redundancy of features and to speed up the computation, we further performed fea-
ture selection on the fused features. Finally, the optimized features were transferred to 
deep learning models based on CNN and LSTM to classify RNA genes. Based on tenfold 
cross-validation, we used robust metrics the area under the receiver operating charac-
teristic curve (ROC AUC) and the area under the Precision-Recall curve (PR AUC) for 
model performance evaluation and comparison [19, 20], and the flowchart of DeepASD-
Pred is shown in Fig. 1.
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Results and discussion
CNN parameters selection

The appropriate CNN parameters have a significant impact on the model prediction per-
formance. Using the best subset of features as input, we constructed a predictor based 
on one-dimensional convolutional neural network. We experimented to obtain the opti-
mal values of the parameters based on the range of parameters given in Table 1. Based 
on the results of the tenfold cross-validation, we obtained the optimal model structure, 
and the selected parameters are listed in Table 1.

Comparison of different model structures

Above the excellent performance of the CNN model, we added LSTM to extend the 
model to obtain even better performance. Referring to Tang’s work [21], another part 
of LSTM was increased in parallel with the CNN module, and the detailed structure of 
the model is shown in Fig. 2. Comparing with CNN classification separately, the CNN-
LSTM model showed a slight improvement in Accuracy, Mathews correlation coefficient 
(MCC), and other metrics in Fig. 3. More specifically, the six evaluation metrics obtained 
with the CNN-LSTM model: ROC AUC, PR AUC, Accuracy, Sensitivity, Specificity and 
MCC are 0.986, 0.981, 0.937, 0.882, 0.971 and 0.867, respectively. Therefore, we chose 
the CNN-LSTM as the final training model.

Fig. 1  The framework of DeepASDPred for identifying ASD-Risk RNA gene

Table 1  Details of tuning parameters in CNN

Parameters Range Optimal 
parameters

Convolutional Layer [1–3] 1

Filter [16, 32, 64] 64

Kernel_size [3, 5, 7, 9] 3

Stride [1–3] 1

Learning_rate [1e−6,1e−2] 1e−4

Batch_size [32, 64, 128, 256] 64
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Comparison of different feature selection methods

Apart from employing the feature selection method with chi-square and LR, we also 
applied XGboost for feature selection replacing LR. As shown in Fig.  4, the highest 
ROC AUC was achieved when the feature dimension was 10.3% with a value of 0.972 
by the chi-square test combined with LR method. In Fig.  5, the highest AUC was 
obtained when the feature dimension was 2.4% using chi-square test and XGboost for 

Fig. 2  The model structure of CNN-LSTM

Fig. 3  Performance comparison between CNN and CNN-LSTM
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feature dimension selection. And the latter was significantly worse than the former. 
The result indicates our feature selection scheme is reasonable and effective.

Comparison with machine learning algorithms

As well as using deep learning methods, we also tried several traditional single classifi-
cation algorithms, including RF, SVM, and LR. We used GridSearch to find the optimal 
parameters and obtained performance evaluation metric results using tenfold cross-vali-
dation. Figure 6 shows the gaps between the three single classifiers and our method. The 
results show our model achieved the best performance, LR and SVM are relatively bet-
ter, and RF performs the poorest.

Comparison of different feature representation performances

In this task, we used two types of data, gene expression values and RNA transcript 
sequences. Although ASD has severe genetic heterogeneity, it is not yet known whether 
ASD risk gene shares common nucleotide sequence features [22]. Therefore, the 

Fig. 4  Feature dimension selection of chi-square test and LR

Fig. 5  Feature dimension selection of chi-square test and XGboost
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reference value of the nucleotide sequence is probably inferior to the gene expression 
value. We compared the gene expression value as a single feature and the both as fea-
tures at the same time. The results are shown in Fig. 7, showing the both are better than 
the single and validating the superiority feature representation of DeepASDPred.

Comparison with state‑of‑the‑art methods

In this part, we compared DeepASDPred with state-of-the-art methods. To the best of 
our knowledge, several prediction methods have been proposed in recent years regard-
ing prediction of RNA associated with ASD. We selected four methods to compare with 
DeepASDPred, with the first, second, and fourth methods having the same dataset and 
the third method updating the former dataset, and we updated it again on the dataset 
applied by the third method. We recorded the average value of the tenfold cross-vali-
dation for the evaluation comparison. The results are shown in Table 2, it can be seen 

Fig. 6  Performance comparison between DeepASDPred and single classifiers

Fig. 7  Comparison of model performance with different feature representations
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DeepASDPred has been significantly improved in all performance metrics, showing the 
excellence of our proposed method.

Methods
Benchmark dataset

A reliable benchmark dataset is necessary to construct stable and effective computa-
tional models. In this work, we followed the dataset used by Wang’s study[15]. To be 
specific, we used RNA as instances and integrated gene expression values and sequence 
information as features to form the benchmark dataset. In addition, an increasing num-
ber of studies have identified some new ASD risk genes, and some genes previously 
identified as unrelated to ASD have been later shown to be associated with ASD. Due 
to these considerations, we updated the baseline dataset to include 1005 positive sam-
ples and 1590 negative samples. The positive samples are from the Simons Foundation 
Autism Research Initiative Gene database [23], and the negative samples are disease 
genes not associated with ASD, and the details of the dataset are shown in Table 3.

Gene expression values and RNA transcript sequences

We obtained the gene expression values of RNA from the BrainSpan Atlas of the Devel-
oping Human Brain (https://​www.​brain​span.​org). BrainSpan provides a publicly avail-
able human developmental transcriptome dataset including 524 samples from 26 brain 
structures with developmental time points ranging from 8 weeks to 40 years [24]. Gene 
expression values are expressed as reads per kilobase of transcript per million mapped 
reads (RPKM). For computational convenience, the obtained data were ranged from 0 to 
1 by max-minimum normalization.

We obtained the RNA transcript nucleotide sequences from the GENCODE FASTA 
file (GRCh38) (https://​www.​genco​degen​es.​org/​human/) [25]. Subsequently, K-mer was 
used to encode the transcribed nucleotide sequences and normalize them by sequence 
length.

Table 2  Comparison of performance with state-of-the-art methods

Methods Accuracy Sensitivity Specificity MCC

Wang’s SVM (2016) 0.767 0.744 0.772 0.419

Murat’s Bayes (2018) 0.783 0.902 0.665 0.583

Wang’s RF (2020) 0.770 0.698 0.799 0.471

Lin’s ASD-Risk (2021) 0.818 0.840 0.790 0.630

DeepASDPred 0.938 0.887 0.971 0.871

Table 3  Details of the dataset for predicting RNA genes associated with ASD

ASD No-ASD

Raw 1005 1590

Nucleotides [413, 21103] [420, 13203]

After K-mer 48 48

Expression values 524 524

https://www.brainspan.org
https://www.gencodegenes.org/human/
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Feature extraction and selection

In this section, we extracted and selected features from the raw sequence samples, and 
we represented the RNA transcript sequence as a sequence D of length L:

where

K‑mer nucleotide composition

Almost all existing machine learning algorithms can only deal with vectors rather than 
sequence samples. The reason is if raw sequences are used as training data, it is diffi-
cult to obtain a model that can cover all cases [26]. The pseudo amino acid composition 
(PseAAC) was firstly proposed by Chou et  al. to calculate sequence-pattern informa-
tion of proteins [27]. And with its influence, the pseudo k-tuple nucleotide composition 
(PseKNC) was created, via this method we can transform DNA or RNA sequences into 
feature vectors [28]. It has proved to be useful, especially after the "Pse-in-One" server 
release [29], allowing users to generate biological sequences into the required feature 
vectors for their research purposes. K-mer can be treated as a simple PseKNC, and it is 
an effective sequence representation method showing in various fields of sequence [30–
32]. The implementation of K-mer can be described as:

(1)	 Set a window of size k, i.e., there are 4 k base combination forms, and then slide on 
the sequence D with a step size of 1. For each slide step, a short sequence of k is 
obtained;

(2)	 Observe the number of occurrences of the i-th K-mer βi;
(3)	 Finally, the K-mer feature vector of the sequence can be expressed as V:

where the frequency of the i-th k-mer φi can be expressed as:

According to Su’s work and our experimental validation stated, the 8-mer distribution 
has a unique significance in the evolutionary mechanism of RNA[33]. Therefore, we set 
k = 8 to complete the coding of RNA sequence features, and the detailed information of 
the dataset after feature extracting is shown in Table 3.

Feature selection

The data for RNA nucleotide sequences is huge after the completion of K-mer encoding 
and there may be a large amount of redundant information. In addition, a large amount 

(1)D = R1R2 . . .Ri . . .RL

(2)Ri ∈ A(adenine), C(cytosine), G(guanine), U(uracil)

(3)V =
[

ϕ1,ϕ2, · · ·,ϕi, · · ·,ϕ4k
]

(4)ϕi =
βi

∑4k

i=1 βi

=
βi

L− k + 1



Page 9 of 14Fan et al. BMC Bioinformatics          (2023) 24:261 	

of training data can lead to problems such as large computational effort, long training 
time and weak model migration ability during model construction. Therefore, a reason-
able selection of the best feature subset is essential. In previous work, Wang et al. pro-
posed PA-PseU to identify RNA pseudouridine sites [34]. In this section, we followed the 
way of PA-PseU for feature selection to reduce the dimensionality of features. PA-PseU 
utilizes the chi-square test and LR, where the chi-square test measures the independence 
between random variables and eliminates the features most likely to be independently 
classified; and logistic regression is employed as an effective linear classifier. PA-PseU 
can be partitioned into three steps:

(1)	 Maximum-minimum normalization after merging gene expression values and 
sequence feature vectors;

(2)	 The chi-square test scores are calculated according to the following formula:

where is the frequency of the i-th observation in the feature vector, k is the total num-
ber of observations, is the expected frequency of the i-th observation, and n is the total 
number of samples. Then we rank the scores of each feature in descending order, with 
higher scores implying better classification, and subsequently set a filter with a range of 
0.1%-20% and a step size of 0.1%, obtaining a feature subset for each step;

(3)LR is applied to fit each feature subset, the L2 norm penalty is used to reduce the 
risk of overfitting, and the ROC AUC value of each feature subset is calculated using 
five-fold cross-validation to obtain the best feature subset.

Convolutional neural network

Compared with traditional learning algorithms, CNN is a feed-forward neural network 
[35], and it shares weights through convolutional kernels and filters, remarkably reduc-
ing the complexity of the model. CNN is preferred by numerous researchers because of 
its powerful self-learning capability and superior parallel processing performance, espe-
cially in image learning. There are already many mature CNN-based models, like LeNet, 
VGG, ResNet, etc.

In general, a convolution module consists of two operations: convolution and pooling. 
Convolution (1D convolution for example) is performed by sliding a filter (with number 
f and size s) over the input matrix with stride of size t, and the filter is dotted with the 
input receptive field to acquire different feature maps by sharing the learnable param-
eters with input, and the multi-dimensional convolution enables to acquire different 
dimensional feature maps. The activation function is applied at the end of the convolu-
tion to increase the non-linear characteristics of the CNN, and the common activation 
functions including rectifed linear unit(ReLU), tanh, sigmoid and softmax. To improve 
the model training fitting speed, we chosen ReLU as the activation function for our 
model [36]. The formula for the convolution defines as follows:

(5)χ2 =
k

∑

i=1

(Ai − npi)
2

npi
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where X is the input matrix, W is the weight matrix of size S × F, the mathematical 
expression of ReLU as follows:

The sotfmax activation function is added after the Dense layer to extract the correla-
tion between the features. We use categorical_crossentropy as the loss function to get 
the final output of the model, and the loss function is calculated as follows:

where yi denotes the label of sample i, yi’ is the positive predictive value of sample i, and 
N is the size of the sample.

The pooling is a non-linear down-sampling operation serving to reduce the space of 
the representation, the number of parameters in training, memory, etc., in addition to 
decreasing the risk of over-fitting.

Long short‑term memory

LSTM is an improved recurrent neural network (RNN) dedicated to processing 
sequence data [35, 37, 38]. LSTM effectively solves the gradient disappearance and gra-
dient explosion problems of RNN in training long-term sequences and is able to accu-
rately calculate the dependencies between words in a sequence, causing LSTM a rapid 
replacement for RNN in most application scenarios. The core module of LSTM is cell 
state, and LSTM determines the cell state through forget gate, input gate and output 
gate. The specific process is shown in Fig. 8. Suppose the present time is t, and xt is the 
input at t, ht-1 is the output value of the last unit time hidden state. The calculation for-
mula for the forget gate is:

(6)Conv(X) = ReLU





S−1
�

s=0

F−1
�

f=0

WX





(7)ReLU =

{

0, if x < 0
x, if x ≥ 0

(8)Loss = −
N
∑

i=1

yi · logy′i

Fig. 8  The structure diagram of LSTM
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where Wf, bf are the weight matrix and bias of the forget gate, respectively, σ is the sig-
moid funtion. After calculating by the above formula, if the result is 1, the output value 
of the last unit time cell state ct-1 will be retained, and the contrary will be forgotten. The 
input gate is calculated as:

where Wi, bi are the weight matrix and bias of the input gate, respectively. Also calcu-
lated by the sigmoid function, the result decides which information will be updated. The 
output gate is calculated as:

where Wo, bo are the weight matrix and bias of the output gate, respectively. The calcula-
tion of sigmoid function is involved in determining the value of the hidden state ht at the 
current time t. Finally, ht and the value of cell state at the current time t ct are calculated 
as follows:

where Wc, and bc are the weight matrix and bias of the cell state, respectively.

Attention mechanism

Similar to the way people observe the scene, we pay different attention to different 
things. Attention is a mechanism assigning different weights to different positions of a 
sequence and has been a commonly module in deep learning since it was proposed [39]. 
We added a feed forward attention to the LSTM part of the model to solve the long-term 
dependency problem. The procedure can be described as follows [40]:

(1)	 Calculate the weight value et of the hidden state in each time step of the LSTM with 
the following formula:

(2)	 Normalize with softmax function:

(3)	 The final sum normalized weights of the hidden state are obtained as follows:

(9)ft = σ
(

Wf · [ht−1, xt ] + bf
)

(10)it = σ(Wi · [ht−1, xt ] + bi)

(11)ot = σ(Wo · [ht−1, xt ] + bo)

(12)c̃t = tanh (Wc · [ht−1, xt ] + bc)

(13)ct = ft · ct−1 + it · c̃t

(14)ht = ot · tanh (ct)

(15)et = a(ht)

(16)θt =
exp(et)

∑

exp(et)

(17)c =
t

∑

i=1

θtht
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Cross validation and model evaluation

In this study, tenfold cross-validation was used to objectively evaluate the perfor-
mance of our proposed method. To obtain reliable estimates of the prediction results, 
the following experiments were repeated 50 times and the average of all evaluation 
results were taken as the final model performance. We used Accuracy, Sensitivity, 
Specificity, and MCC as the evaluation metrics of the model. Their definitions are 
listed as follows:

where TP is the number of true positives; TN is the number of true negatives; FP is the 
number of false positives; and FN is the number of false negatives. In addition, ROC 
AUC and PR AUC were used as auxiliary measures of model performance. the ROC 
curve depicts the plot of true positive rate versus false positive rate at different model 
output thresholds, and the PR curve is the plot of precision versus sensitivity at different 
model output thresholds. The MCC, the ROC AUC and PR AUC are closer to 1 repre-
senting the better performance of the model.

Conclusion
Approximately 24.8 million people had ASD worldwide in 2015, and even in devel-
oped countries in 2017, more than 1.5% of children were still clinically diagnosed 
with ASD [41]. Genetic prediction of relevant ASDs has been extensively studied, but 
there is still much room for performance improvement. In this work, we proposed a 
new method DeepASDPred for ASD risk gene identification. DeepASDPred is based 
on CNN and LSTM and only uses RNA nucleotide sequences and gene expression 
values as a benchmark dataset without biological prior knowledge. In particular, after 
encoding the data features, we utilized chi-square test and LR to select the best fea-
ture subset to reduce data redundancy and speed up training. In addition, we com-
pared DeepASDPred with three single classifiers and state-of-the-art methods. The 
comparison results show DeepASDPred obtained the best performance and validate 
the efficient performance of DeepASDPred in identifying ASD risk gene.

Nevertheless, there is still some work needed to be further investigated in the 
future. Firstly, the gene expression values used for characterization data suffer from 
the drawback of small source sample data. In addition, recent studies suggest that 
non-coding RNAs may also have an impact on ASD [6]. Therefore, increasing the 

(18)Accuracy =
TP + TN

TP + TN + FP + FN

(19)Sensitivity =
TP

TP + FN

(20)Specificity =
TN

TN + FP

(21)MCC =
TP × TN − FP × FN√

(TP + FP)(TP + FN )(TN + FP)(TN + FN )
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addition to the ASD-related gene database and expanding the exploration of non-cod-
ing RNAs have definite research value for the task of ASD risk gene prediction.
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