
Open Access

© The Author(s) 2023. Open Access  This article is licensed under a Creative Commons Attribution 4.0 International License, which permits 
use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original 
author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third 
party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the mate‑
rial. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or 
exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http:// 
creat iveco mmons. org/ licen ses/ by/4. 0/. The Creative Commons Public Domain Dedication waiver (http:// creat iveco mmons. org/ publi 
cdoma in/ zero/1. 0/) applies to the data made available in this article, unless otherwise stated in a credit line to the data.

RESEARCH

Hu et al. BMC Bioinformatics          (2023) 24:362  
https://doi.org/10.1186/s12859-023-05458-y

BMC Bioinformatics

Inferring circadian gene regulatory 
relationships from gene expression data 
with a hybrid framework
Shuwen Hu1,2†, Yi Jing3†, Tao Li4†, You‑Gan Wang5, Zhenyu Liu6, Jing Gao6* and Yu‑Chu Tian1* 

Abstract 

Background: The central biological clock governs numerous facets of mammalian 
physiology, including sleep, metabolism, and immune system regulation. Under‑
standing gene regulatory relationships is crucial for unravelling the mechanisms 
that underlie various cellular biological processes. While it is possible to infer circadian 
gene regulatory relationships from time‑series gene expression data, relying solely 
on correlation‑based inference may not provide sufficient information about causation. 
Moreover, gene expression data often have high dimensions but a limited number 
of observations, posing challenges in their analysis.

Methods: In this paper, we introduce a new hybrid framework, referred to as Circa‑
dian Gene Regulatory Framework (CGRF), to infer circadian gene regulatory relation‑
ships from gene expression data of rats. The framework addresses the challenges 
of high‑dimensional data by combining the fuzzy C‑means clustering algorithm 
with dynamic time warping distance. Through this approach, we efficiently identify 
the clusters of genes related to the target gene. To determine the significance of genes 
within a specific cluster, we employ the Wilcoxon signed‑rank test. Subsequently, we 
use a dynamic vector autoregressive method to analyze the selected significant gene 
expression profiles and reveal directed causal regulatory relationships based on partial 
correlation.

Conclusion: The proposed CGRF framework offers a comprehensive and efficient 
solution for understanding circadian gene regulation. Circadian gene regulatory rela‑
tionships are inferred from the gene expression data of rats based on the Aanat target 
gene. The results show that genes Pde10a, Atp7b, Prok2, Per1, Rhobtb3 and Dclk1 stand 
out, which have been known to be essential for the regulation of circadian activity. The 
potential relationships between genes Tspan15, Eprs, Eml5 and Fsbp with a circadian 
rhythm need further experimental research.
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Introduction
Circadian rhythms are endogenous 24-h oscillations of behavioural and biological pro-
cesses found in all kingdoms of life. Li et al. [1] have studied the relationship between 
circadian gene expression patterns in the human brain and disruption in major depres-
sive disorder (MDD). They have showed that cyclic expression patterns are much weaker 
in the brains of patients with MDD. Zhang et al. [2] have highlighted critical, systemic, 
and surprising roles of the mammalian circadian clock and provided a blueprint for 
advancement in chronotherapy. In addition, Caba et al. [3] have shown the importance 
of circadian rhythms and clock genes in reproduction. Overall, inferring circadian gene 
regulatory relationships from time-series gene expression data is a cutting-edge research 
topic because gene regulatory relationships can be used to understand the molecu-
lar mechanism and disclose the essential rules of biological processed and reactions in 
organisms.

The aim of constructing correlation networks is to present relationships between 
genes [4]. After obtaining the correlation matrix from the gene expression data, a statis-
tical test is required to test the significance of the correlation and thus decide whether 
possible edges are included in the gene association network. False discovery rate (FDR), 
which is  defined as the expected proportion of false positives among the proposed 
edges, measures the significance of the relationships between genes. Therefore, it can 
be used to determine significant edges [5, 6]. A local FDR is an empirical Bayes estima-
tor of the FDR. It is used to compute the posterior probability for an edge to be present 
or absent by taking account of the multiplicity in the simultaneous testing of edges [7]. 
However, the final network obtained by visualizing all significant edges is an undirected 
graph. Opgen-Rhein and Strimmer [8] have converted a correlation network into a par-
tial correlation graph, thus identifying a directed acycli causal network as a subgraph of 
the partial correlation network. Furthermore, the gene expression data are usually mul-
tivariate time-series data. Martin et al. [9] have developed a method for inferring net-
works for time series microarray data to consider all possible networks matching a given 
time series dataset. Unlike traditional Bayesian networks that only consider steady-state 
data, Dynamic Bayesian networks (DBNs) use time information of genes more effec-
tively [10–12]. Peng et al. [13] have proposed an approach called Sparse Partial Correla-
tion Estimation (space) to select nonzero partial correlations. They claim that the space 
method performs better than the penalized likelihood method graphical LASSO [14] in 
both nonzero partial correlation selection and identification of nodes.

A major challenge in analyzing gene expression data is the low-sampling but high-
dimensional data. The number of sampled observations is typically small compared to 
the number of considered genes. Some regularized methods are applied in the inference 
of large-scale gene association networks, e.g., ridge methods, partial least square, and 
least absolute shrinkage and selection operator (LASSO) [15]. Krämer et  al. [16] have 
investigated a general framework that combines regularized regression methods (ridge 
and adaptive LASSO) with the estimation of graphical Gaussian models (GGMs) of 
high-dimensional microarray data. D’Angelo et al. [17] use principal-component analysis 
(PCA) and LASSO to identify gene interactions from the gene expression data. In addi-
tion, Barigozzi and Brownlees [18] have introduced network estimation for time series 
(NETS) under the assumption that vector auto-regressive (VAR) is spare. Furthermore, 
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Ajmal and Madden [19] have shown that the LASSO method yields higher structural 
accuracy for graphs than G1DBM, which is proposed by [20]. These regularized methods 
are all applied to the construction of regulatory networks. Our work in this paper deals 
with the high-dimensional problem in a slightly different way. We construct a selective 
process before constructing gene regulatory relationships, implying the hybridisation of 
clustering algorithms and Dynamic Time Warping (DTW) distance.

Clustering is a common approach to select genes with similar expression fluctuation 
[21]. The clustering algorithm usually plays a role in data preprocessing before estab-
lishing the gene regulatory relationships [22]. The fuzzy C-means method is one of the 
most widely used clustering algorithms for microarrays [21]. From the clustering results, 
a specific cluster can be selected and then focused on, giving a feasible way for dimen-
sion reduction. However, from a selected cluster, some relationships would be omitted 
to establish specific gene regulatory relationships. This motivates our development of a 
hybrid framework in this work.

In this paper, we develop a new hybrid framework to infer circadian gene regulatory 
relationships from time-course microarray gene expression data. Microarray experi-
ments result in 32,883 genes and 480 observations for each gene. We handle the high-
dimensional problem by using the hybrid framework and establish the circadian gene 
regulatory relationships.

Materials and methods
Dataset collection

The data of time-series expression profiles of rats were obtained from the laboratory 
of Inner Mongolia Agricultural University (Inner Mongolia Autonomous Region Key 
Laboratory of Big Data Research and Application for Agricultural and Animal Hus-
bandry) and uploaded to the NCBI SRA database [23]. The purpose of acquiring the data 
was to obtain the circadian genes that regulate the sleep of rats through the analysis of 
time-series gene expression data. A total number of 480 male rats (8-week-old) with an 
average body mass index of 180 g were selected from a rat farm in Qingdao, Shandong 
Province, China. All experimental rats were housed in a 100-square-meter independ-
ent room for two weeks. One pineal gland of the rat was sampled every three minutes 
during a complete circadian cycle from 7:00 am on November 15, 2020, to 7:00 am on 
November 16, 2020. This process continued for 24 h till the end of the experiment. The 
Institutional Experimental Animal Welfare and Ethics Committee of Inner Mongolia 
Agricultural University approved all procedures involving rats in this work. There were 
seven main steps for the experiment: (1) Take the rat to the test bench; (2) Euthanize 
the rat by decapitation; (3) Open the skull and take out the brain tissues; (4) Isolate the 
rhythm centre-pineal gland; (5) Identify second microstructure; (6) Remove rat pineal 
gland and put it in a 2 ml Corning Freezer Tube; (7) Label the sample and cryopreserved 
in liquid nitrogen immediately. More experimental details can be found in [23, 24].

Therefore, we sampled a total number of 480 pineal glands. Total RNA was extracted 
using the Biomed RNApure Rapid RNA Kit (RA103-02), and the RNA extraction 
results were detected by an Agilent Bioanalyzer 2100. Sequencing libraries were gener-
ated using the NEBNext® UltraTM RNA Library Prep Kit (NEB, USA). An index code 
was added to the attribute sequence for each sample. Library quality was assessed on 
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an Agilent Bioanalyzer 2100 system. Index-encoded samples were clustered on the cBot 
cluster generation system using the TruSeq PE Cluster Kit v3 cBot HS. After cluster gen-
eration, the library was sequenced on the BGI DNBSEQ-T7RS platform, and 125 bp/150 
bp paired-end reads were generated. Finally, dynamic time-series expression profiles of 
rats were obtained, which were composed of 32,883 genes, each with 480 observations.

Framework

A logical block diagram of our hybrid framework is depicted in Fig. 1. The main steps of 
using this framework are: (1) Use the fuzzy C-means clustering algorithm to cluster the 
gene expression data and select the specific cluster that includes target genes from the 
clustering results. (2) Identify and smooth the target genes that deserve further investi-
gation. (3) Calculate the distances between all genes and the smoothed target genes. (4) 
Decide significant genes from the specific cluster based on the p-values of the Wilcoxon 
signed-rank test. (5) Save the genes that initially belong to other clusters with distances 
in the range of significant genes. (6) Use Dynamic vector autoregressive (VAR) models 
to construct regulatory relationships for the final selected gene expression profiles. The 
main novelty of this hybrid framework lies in its incorporation of clustering and distance 
analysis to examine time-series gene expression data, allowing for efficient clustering 
computation of the high-dimensional problem. Another novel aspect of the framework 
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is the use of smoothing to capture the pattern of the target gene. Thus, the distances of 
all genes and the smoothness of the target genes are calculated to measure the similarity. 
A further advantage of the framework is that some genes that belong to other clusters 
but have distances in the range of significant genes are also considered. Therefore, no 
significant genes will be missed out.

Fuzzy C‑means clustering

Clustering algorithms are tools to reveal natural structures and identify interesting pat-
terns in large-scale data. The clustering step is essential in data preprocessing and aims 
at dimension reduction of high-dimensional gene expression data in the framework. 
As one of the most widely used fuzzy clustering algorithms for microarrays, the fuzzy 
C-means clustering algorithm is utilised in the preprocessing of gene expression data. 
The significant advantage of the fuzzy C-means algorithm is its capability to deal with 
overlapping sample points. This is particularly useful for the clustering of gene expres-
sion data because the clusters of gene expression data may be highly intersected or even 
embedded. The fuzzy C-means algorithm is a soft clustering algorithm, with which each 
sample point in the cluster is characterized by its membership function [21]. Member-
ship values uki ∈ [0, 1] and cluster centroids ck can be obtained by solving the following 
constrained optimization:

where K is the number of clusters, m is the fuzziness parameter, N is the number of 
genes, yi = (yi1, ..., yiT )

′ is a T-dimensional vector representing the ith gene with its T 
observations, and d2(yi, ck) is the square of the Euclidian distance between yi and ck . 
The details of optimization can be found in [25].

The number of clusters K and the fuzzifier m need to be chosen for fuzzy C-means 
clustering. The fuzzifier m can be estimated using the relation proposed by [26]. The 
selection of an optimal K is usually challenging and subjective. A method to choose the 
optimal number of clusters is to perform clustering in a range of cluster numbers and 
assess their biological relevance. The method of Gap statistics estimates the number of 
clusters by comparing the total within-cluster variation of a clustering solution with that 
of a reference distribution of data with no inherent clustering structure [27]. We will 
consider both the Gap statistics results and the biological relevance of the clusters to 
make informed decisions regarding the appropriate number of clusters for our study.

Smoothing of target genes

The target genes can be determined according to the goal of the research. In this study, 
our focus lies specifically on the circadian rhythm. Li et  al. [23] have  described that 
“N-acetyltransferase gene (Aanat) is a potential target gene for melatonin rhythm reg-
ulation in rat pineal gland”. Kim et al. [28] have mentioned that the circadian rhythm of 
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pineal melatonin requires the nocturnal increment of serotonin N-acetyltransferase (ary-
lalkylamine N-acetyltransferase [AANAT]) protein. Several other studies have provided 
evidence demonstrating the significant role of the Aanat gene in regulating the circadian 
rhythm [29–32]. More specifically, we will focus on inferring gene regulatory relationships 
that contribute genetic information to Aanat.

Smoothing aims to capture essential patterns in the data by creating an approximating 
function. Local regression models are utilized, which fit curves and surfaces to time-series 
data by smoothing [33, 34]. This method is a generalization of the moving average and poly-
nomial regression. The polynomial degree can be zero, one, and two (corresponding to ker-
nel smoothing, linear polynomials, and quadratic polynomials, respectively).

The local regression model in the ith gene time-series data is

where f is the regression function, T is the total number of time points, ǫt denotes a ran-
dom error. The observations of the ith gene can be denoted as a vector yi = (yi1, . . . , yiT )

′ . 
The objective of smoothing is to estimate function f. A common assumption is that the 
random error follows the Gaussian distribution with a mean of 0 and a constant vari-
ance. We define a weight ωt(x) = W (�t(x);�(αT )(x)) , where �t(x) = |x − xt | and W is 
a tricube function:

For α ∈ (0, 1] , αT  can be truncated to an integer and ωt(x) = W (�t(x);�[αT ](x)) . For 
α > 1 , the weight is defined as ωt(x) = W (�t(x);�(T )(x)α) . The estimated function’s 
smoothness depends on the neighbourhood parameter’s specification α [35]. The esti-
mated function f̂  becomes smoother when α increases. A generalized cross-validation is 
a feasible approach to deciding an optimal estimate of α [36, 37].

Dynamic time warping distance

The distances between all pairs of genes and the smooth curve of the target genes are calcu-
lated to measure the similarity between all genes and the target genes. Dynamic time warp-
ing distance (DTW) is a standard algorithm for measuring similarity in time-series analysis. 
It can be used as a distance measure of expression values between gene pairs in microar-
ray time-series data [38]. Suppose Y  and Z are two time-series vectors of lengths tY  and 
tZ , respectively. The traditional distance can be calculated if two time series have the same 
length, i.e., tY = tZ:

where n is a positive integer. These are called lock-step measures, which compute the 
distances of samples that are precisely at the exact temporal location. The Euclidean dis-
tance is Eq. (3) with n = 2 . But DTW can be used to deal with the scenario where the 
lengths of two time-series vectors are unequal. The principal idea of DTW is to find the 

(2)yit = f (t)+ ǫt , t = 1, . . . ,T ,

W (x;u) =
{

(1− (x/u)3)3 for 0 ≤ x < u
0 if x ≥ u

(3)dLn(Y ,Z) =
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path through the grid p1, . . . , ps, . . . , ph to minimize the total distance between Y  and Z , 
where ps = (us, vs) and us and vs are the values of the sth time point in Y  and Z , respec-
tively (the figure illustration of DTW is presented in Additional file 1: Fig. S1). The best 
path between Y  and Z is

where d(ps) is the distance between us and vs , ws is the weighting. There are different def-
initions of this weighting, such as symmetric weighting ws = (us − us−1)+ (vs − vs−1) 
and asymmetric weighting ws = (us − us−1) or ws = (vs − vs−1) , s = (1, . . . , h) . More 
details about the optimization can be found in [39].

Our rat gene expression data exhibits the same observed time points for each gene, ena-
bling us to calculate both DTW and Euclidean distances. Additionally, we compute 20 other 
distances, including familiar metrics like Manhattan and Minkowski distances, along with 
specialized distances tailored for time series data, such as autocorrelation-based dissimilar-
ity (ACF) and partial autocorrelation-based dissimilarity (PACF). These diverse distances 
are computed to facilitate comprehensive comparisons [40].

Wilcoxon signed‑rank test

Wilcoxon signed-rank test is a non-parametric hypothesis test to compare the locations 
of two populations using a set of matched samples. Using the Wilcoxon signed-rank test, 
Khan [41] has built an integrated tool, ArraySolver, for colour-coded graphical display and 
comparison of gene expression data. The null hypothesis of the Wilcoxon signed-rank test 
is that the differences between two groups of data have a mean of zero. We chose a p-value 
of 0.05 for statistical significance. If the p-value of the Wilcoxon signed-rank test is less than 
0.05, the null hypothesis is rejected and the two groups are different.

We can obtain the number of significant genes in the selected cluster according to the 
results of the Wilcoxon signed-rank test. The Wilcoxon signed-rank test in this study is 
conducted to test whether the distance-based ranking of these genes is statistically the same 
as the ordinal ranking. In other words, one group of data is the distance-based ranking of 
genes in the selected cluster, and the other group of data is the ordinal ranking of genes. The 
optimal number of significant genes can be determined according to the p-values of the 
Wilcoxon signed-rank test. With the increase in the number of genes from ten, the number 
of significant genes is determined until the Wilcoxon test results are significant. As a result, 
we can identify the different number of significant genes using the Wilcoxon signed-rank 
test based on different types of distances.

Dynamic vector auto‑regressive models

This section introduces dynamic vector auto-regressive models for gene network construc-
tion. A VAR (vector auto-regressive) process of order one can be represented by:

where y(t) = (y1(t), . . . , yp(t)) , t = 1, . . . ,T  and A = (aij), i, j = 1, . . . , p . If aij  = 0 , then 
the network includes an arc from yj(t) to yi(t + 1) , i, j = 1, . . . , p.

(4)min (D(Y ,Z)) = min

(

∑h
s=1 d(ps)ws
∑h

s=1 ws

)

,

y(t + 1) = Ay(t)+ B+ ǫ(t), ǫ(t) ∼ N (0,�),
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We can obtain the ordinary least square estimates

where Ypast =
[

y(1), . . . , y(T − 1)
]T and Yfuture =

[

y(2), . . . , y(T )
]T

. YT
pastYpast is a 

p× p matrix with rank T. In the gene expression data, the number of genes p is usually 
much larger than the total time observations T, implying that the estimation matrix is 
sparse.

The regression coefficients reflect the influences between genes and they can be 
used to infer gene regulatory relationships. Statistical tests are required to obtain 
significant regression coefficients, which are included as edges in the gene regula-
tory relationships. Opgen-Rhein and Strimmer [10] proposed to test the corre-
sponding partial correlation coefficients instead of the regression coefficients.

If yk(t) and y1(t + 1) are reversed, we have

Then, the partial correlation between the two variables is 
√

a1ka
∗
1k sgn (a∗1k) . Specifically, 

this means that the regression coefficients are the partial correlations times the square 
root of the ratio of the partial variances.

The steps of constructing regulatory relationships are as follows: 

(1) Calculate VAR coefficients.
(2) Convert the coefficients to partial correlations and then test the associated partial 

correlations.
(3) Visualize the resulting network structure.

Opgen-Rhein and Strimmer [42] suggested using dynamical pairwise correlation to 
take account of the functional nature of the observed data. The dynamic correlation 
can be defined as:

where f S(t) = f (t)−<f (t),1>√
Var (f (t))

 is the standardized functions of f(t). The functional inner 

product between two time series is defined as:

The statistics test of dynamic partial correlation is the same as that of partial correlation. 
We can obtain the top significant edges and visualize the network.

ÂOLS = (YT
pastYpast)

−1YT
pastYfuture,

y1(t + 1) = a1kyk(t)+
p

∑

j=1,j �=k

a1jyj(t)+ b1 + ǫ1(t)

yk(t) = a∗1ky1(t + 1)+
p

∑

j=1,j �=k

a∗1jyj(t)+ b∗1 + ǫ∗1 (t).

(5)ˆ̺kl =< f Sk (t), f
S
l (t) >,

(6)< g(t), h(t) >=
T
∑

j=1

g(tj)h(tj)
tj+1 − tj−1

2T
.



Page 9 of 18Hu et al. BMC Bioinformatics          (2023) 24:362  

Results
Data preprocessing

After removing 14,213 non-coding RNAs, 18,670 genes each with 480 observations 
were retained in the RNA extraction process. There are 791 genes whose standard 
deviation is zero. It is reasonable to remove these genes in the following analysis. The 
details of the distribution of the standard deviation of genes are presented in Fig. 2. It 
is seen from Fig. 2 that many genes have low standard deviations.

The results of fuzzy C‑means clustering

The fuzzy C-means clustering algorithm is applied to the gene expression data of 
17,879 genes. We investigated the Gap statistics with the number of clusters rang-
ing from 1 to 50. The estimated number of clusters is 47, which means that it has 
the maximum Gap statistic. However, the Gap statistic remains stable and increases 
slightly after the number of clusters is 9 (see Additional file 1: Fig. S2). The Gap statis-
tic is not always reliable because it is sensitive to data structure and clustering algo-
rithms [43]. Therefore, it is reasonable for us to choose the nine clusters. We present 
a total of nine clusters generated by Mfuzz [44] in Additional file 1: Fig. S3. In Fig. 3, 
we display a specific cluster that exhibits a stable trend during the middle of the time 
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period and a subsequent increase in the last one-third of the total time period. This 
trend matches the pattern of gene Aanat (Fig. 4). Moreover, it is confirmed that gene 
Aanat is included in this cluster. The traditional way of analyzing gene expression data 
would focus on this specific cluster after obtaining the clustering results [21]. How-
ever, if we are interested in the regulatory relationships of a specific gene, such as the 
circadian gene (Aanat), focusing on one selected cluster is not enough because some 
relevant genes may be omitted due to their placement to other clusters. This moti-
vates our new framework to select relevant genes not only from one specific cluster.

Smoothing of the Aanat gene

In this study, our focus lies specifically on the circadian rhythm, and we have selected 
the Aanat gene as the target gene of interest. Figure 4 presents the trend of Aanat gene, 
which has a sharp decrease then remains stable and varies at the end of time periods. 
We fit a smooth curve for Aanat gene before measuring the similarity of the other genes 
and the Aanat gene. Since discrete observation time points are available for each gene, 
applying smoothing techniques provides the advantage of effectively extracting similar 
trends. We illustrated various smooth curves of the Aanat gene using quadratic polyno-
mials in Additional file 1: Fig. S4. The optimal estimate of the neighborhood parameter 
α was determined to be 0.08 using the criterion of generalized cross-validation [36]. In 
Fig. 4, the red line represents the optimal smooth curve with the neighborhood param-
eter set to 0.08.

Various distances between the smoothed Aanat gene and the total genes

The distances between the 17,879 genes and the smooth curve of Aanat gene are cal-
culated. Figure 5 presents the ranks of genes in the selected cluster (total 1,093 genes) 
for different distance metrics. For example, the rank of Aanat gene is seven according 
to the DTW distance (see Table 1). It is also noticed that the last rank of genes in the 
selected cluster is 13,225, far larger than the total number of genes in the selected cluster 
(1,093 genes). Therefore, we propose to use the Wilcoxon signed-rank test to test the 
differences between these 1093 genes in two different ranks to determine the number 
of significant genes. If the p-value is greater than 0.05, retain the null hypothesis, that 
is, assuming that the two groups of a certain number of genes are the same. With the 
increase in the number of genes from ten, the number of significant genes is determined 
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until the Wilcoxon test results are significant. For example, for DTW distance, the Wil-
coxon test is significant when the number of genes is within 253, implying that these 253 
genes are statistically the same in the two types of ranking.

However, some genes would be omitted if we focus on only one selected cluster. There-
fore, after obtaining the 253 genes according to DTW distance, check the distance values 
of the genes in other clusters to keep some omitted but relevant genes. We have found 

0 200 400 600 800 1000
0

50
00

10
00

0
15

00
0

Number of genes in the selected cluster (1093 in total)

R
an

ks

DTW
y=x
MIN
MAN
DISSIM
CORT
EUC

Fig. 5 The corresponding ranks of genes in the selected cluster based on different distances. The red line is 
the straight line y = x (reference line), which means the corresponding ranks of these 1,093 genes are 1 to 
1,093

Table 1 The results of different distances with the row for DTW highlighted in bold being the best 
choice (the missed number of genes from other clusters are potentially significant genes)

Distance Rank in In Cluster 6 #missed

total Rank #significant genes from

genes genes other clusters

1. Manhattan 1 1 823 187

2. Dissim 1 1 780 173

3. Cort 1 1 791 177

4. Euclidean 2 2 739 108

5. Cor 2 2 739 168

6. Fourier 2 2 741 171

7. Ccor 5 5 63 18

8. DTW 7 7 253 51
9. Minkowski 7 7 584 133

10. ACF 30 21 35 15

11. TAM 32 31 264 40

12. STS 34 24 34 16

13. SPEC 63 39 3 17

14. Periodogram 64 31 9 3

15. Infinite norm 97 96 313 174

16. INTPER 121 72 3 6

17. Frechet 166 156 278 135

18. NCD 4219 391 3 16

19. CDM 4952 396 3 65

20. PACF 17049 955 3 123
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51 such genes, whose distances to the smoothed Aanat gene are acceptable. Among 
these 51 genes, Arntl gene that belongs to cluster 5 is worth mentioning. According to 
[1], the Arntl gene is a core clock gene which controls aryl hydrocarbon receptor nuclear 
translocator-like (brain and muscle Arnt-like protein-1). They also mentioned other core 
clock genes, such as Per1, Per2 and Cry2 are all belong to the final selected 253 genes. 
Therefore, there are 304 genes in total are kept for further network construction.

Table 1 shows the ranking results of 20 distance metrics including the usual Manhat-
tan, Euclidean, and Minkowski distances for time-series data. More details of the calcu-
lation of various distance metrics can be found in [40]. The rank in total genes in Table 1 
means the rank of the Aanat gene in total genes. The rank value should not be too large 
because the distances are calculated based on the smoothed Aanat gene. Hence, the 
outcomes obtained from distance metrics 10 to 20 are deemed inadequate. These met-
rics include ACF (autocorrelation-based dissimilarity), Time Alignment Measurement 
(TAM), Short Time Series (STS), SPEC (Dissimilarity based on the generalized likeli-
hood ratio test), Periodogram, Infinite norm, INTPER (Integrated periodogram based 
dissimilarity), Frechet, Normalized compress on based distance (NCD), Compression-
based dissimilarity measure (CDM), and Partial autocorrelation-based dissimilarity 
(PACF). The analysis reveals that the first six distance metrics, namely Manhattan, Dis-
sim, Cort (Dissimilarity index combining temporal correlation and raw value behaviors), 
Euclidean, Cor (Dissimilarities based on Pearson’s correlation), and Fourier (Distance 
based on the Fourier Discrete Transform), still yield a considerable number of signif-
icant genes according to the rank test. This indicates ineffective dimension reduction. 
Consequently, only three distance metrics remain for further consideration: Ccor (cross-
correlation), DTW, and Minkowski. Notably, compared to the DTW distance, Ccor 
demonstrates significantly fewer missed genes from other clusters, while Minkowski 
produces an excessive number of significant genes. Therefore, it can be concluded that, 
in this study, DTW is a superior distance measure compared to other distances.

Regulatory relationships

We visualize the network from dynamic VAR based on the final selected genes in Fig. 6. 
The undepicted of these two parts can be seen in Additional file 1: Fig. S5. With the most 
number of edges, the Pde10a gene (number 25) deserves further research. Wolloscheck 
et al. [45] have shown that Pde10a is highly expressed in retinal neurons including pho-
toreceptors. The levels of Pde10a transcript and protein display daily rhythms, which 
could be seen in preparations of the whole retina. Other studies have revealed the role 
of Pde10a gene in the circadian regulation [46, 47]. The network graph constructed from 
the dynamic partial correlation is presented in the Additional file 1: Fig. S6.

We selected the top ten genes that control or relate to the Aanat gene. Figure 7 pre-
sents the trends of these ten genes over a period of 24  h. Genes Pde10a, Tspan15, 
Per1 and Fsbp control the Aanat gene positively. Also, genes Atp7b, Prok2, Eprs, 
Eml5, Rhobtb3 and Dclk1 affect the Aanat gene negatively. For the gene Atp7b, it 
has been known to have a direct effect on a circadian rhythm [48, 49]. Night-spe-
cific ATPase (PINA) is generated by an intronic promoter in Atp7b gene. Prok2 gene 
encodes a protein expressed in the suprachiasmatic nucleus (SCN) circadian clock, 
which may function as the output component of the circadian clock. Prosser et  al. 
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[50] have claimed that Prok2 gene is essential for regulating circadian behaviour by 
the suprachiasmatic nuclei. Martin et al. [51] have also shown that the prokineticin 2 
(Prok2), and Prok2 receptor (Prokr2) have emerged as critical regulators of reproduc-
tion in both mice and humans. Vriend et al. [52] have indicated that Rhobtb3 plays an 
important role in light/dark-induced adrenergic modulation of pineal function. Brün-
ing et al. [53] have indicated that threonine-protein kinase DCLK1 peaks in activity 
at the wake-sleep transition. Overall, genes Pde10a, Atp7b, Prok2, Per1, Rhobtb3, and 
Dclk1 have been revealed to be essential for the regulation of circadian behaviour

Fig. 6 The relationships based on the dynamic VAR. 150 top significant edges are presented. The numbers 
corresponding to the ID of genes and the complete list can be found in Additional file 1: Table 1. The blue 
solid line represents a positive correlation, while the black dashed line indicates a negative correlation 
between two genes
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Fig. 7 The plot of related genes with the Aanat gene. The x‑axis is the time points, and the y‑axis is the 
expression values
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No direct evidence has been observed that the genes Eprs, Eml5, Tspan15 and Fsbp are 
related to the circadian rhythm. For the Eprs gene, Yao et al. [54] have mentioned that it 
has a unique role in GAIT-mediated translational control as it is solely responsible for 
recognition and interaction with GAIT elements in target mRNAs. Eml5 plays a role in 
regulating cytoskeletal rearrangements during neuronal development and in adult brain 
[55]. While there are research efforts about the gene Tspan15, more research needs to 
be done on the relationship between the Tspan15 gene and a circadian rhythm [56, 57]. 
Moreover, gene Fsbp (Fibrinogen Silencer Binding Protein) is related to the Alzheimer’s 
disease [58].

Validation on public datasets

To demonstrate the applicability of our proposed method, we conducted validation using 
publicly available datasets known as BEELINE datasets [59]. Specifically, we utilized the 
experimental single-cell RNA-Seq datasets of hHep (Human Mature Hepatocytes) [60]. 
The dataset comprised 425 single-cell transcriptomes collected at various time points 
during the differentiation process. These time points corresponded to the following cell 
types: induced pluripotent stem (iPS) cells, definitive endoderm (DE), hepatic endoderm 
(HE), immature hepatoblast-like (IH) cells, and mature hepatocyte-like (MH) cells. The 
time points were day 0, day 6, day 8, day 14, and day 21, respectively. To align with our 
method, which relies on time-series datasets for inferring gene regulatory networks, we 
constructed pseudo-time-series gene expression datasets based on time-lapse informa-
tion. From this process, we retained 11,515 genes with 425 observations/cells for our 
comprehensive analysis. According to our framework (Fig. 1), we did the clustering first 
and then selected the specific cluster with the target gene. In this particular instance, we 
selected CER1 as the target gene due to previous investigations of its regulatory rela-
tionships by Camp et al. [60], enabling meaningful comparisons. The specific details of 
each step were omitted. However, the final regulatory relationships for the CER1 gene 
have been established. The top three genes associated with CER1 are HAS2, CCL2, and 
EOMES. These relationships were validated in Extended Data Figure 2 by Camp et al. 
[60].

Discussion
Gene expression datasets are usually large and complex and thus require effective meth-
ods to process and analyze. The hybrid framework presented in this paper is a generic 
method in the sense that it is not limited to a specific type of dataset. Thus, in princi-
ple, it is applicable in inferring other gene regulatory relationships. In this study, circa-
dian genes are our interests and the Aanat gene is our target gene. More details about 
selecting the Aanat as the target gene have been described in the Sect.  Smoothing of 
target genes. While only one target gene is considered in this study, the hybrid frame-
work can be extended for more than one target gene. The smoothing process for two or 
more target genes would be the same as for a single target gene. DTW distance is also 
recommended for measuring gene similarity because of its advantage in comparing the 
similarity between two time-series data. What does need to be considered in dealing 
with more than one target gene is how to decide the number of selected genes accord-
ing to the distances between two or more target genes and all genes. Conceptually, the 
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number of significant genes can still be determined based on the Wilcoxon signed-rank 
test. This deserves further research.

For the choice of the number of clusters, we have added the results from Gap statis-
tics. But we understand that the result of Gap statistics is not always reliable, and it just 
gives us a reference to make decisions. As a novel aspect of our hybrid framework, we 
chose to measure the similarity between all genes and the smoothness of the target gene, 
rather than the similarity between all genes and the target gene itself. The advantage of 
smoothing is that it can capture the pattern of the target gene, and then reflect the actual 
trend to obtain the most relevant genes. As a practical and traditional approach, local 
regression models are adopted for the smoothing of time-series data. Further investiga-
tions are required to evaluate the performance of other smoothing methods (such as bin 
smoothing, kernel smoothing, and local weighted regression) in this hybrid framework 
for inferring gene regulatory relationships.

Conclusions
A new hybrid framework has been proposed for inferring specific gene regulatory rela-
tionships. Circadian or clock genes are the targets for this study and the approach of 
this framework can be migrated to the analysis of any other circadian genes. Our hybrid 
framework combines the fuzzy C-means method and dynamic time warping distance 
method. It can deal with the high-dimensional problem, which always exists in the 
gene expression data. Dynamic VAR has been proposed to construct the circadian gene 
regulatory relationships based on the experimental gene expression data of rats. Genes 
Pde10a, Atp7b, Prok2, Per1, Rhobtb3 and Dclk1 are standout for the regulation of cir-
cadian behaviour. Moreover, this framework is generic and can be used for other gene 
expression datasets.
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