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Abstract 

Background: Drug repurposing is an approach that holds promise for identifying new 
therapeutic uses for existing drugs. Recently, knowledge graphs have emerged as sig‑
nificant tools for addressing the challenges of drug repurposing. However, there are still 
major issues with constructing and embedding knowledge graphs.

Results: This study proposes a two‑step method called DrugRep‑HeSiaGraph 
to address these challenges. The method integrates the drug‑disease knowledge graph 
with the application of a heterogeneous siamese neural network. In the first step, 
a drug‑disease knowledge graph named DDKG‑V1 is constructed by defining new 
relationship types, and then numerical vector representations for the nodes are created 
using the distributional learning method. In the second step, a heterogeneous siamese 
neural network called HeSiaNet is applied to enrich the embedding of drugs and dis‑
eases by bringing them closer in a new unified latent space. Then, it predicts potential 
drug candidates for diseases. DrugRep‑HeSiaGraph achieves impressive performance 
metrics, including an AUC‑ROC of 91.16%, an AUC‑PR of 90.32%, an accuracy of 84.63%, 
a BS of 0.119, and an MCC of 69.31%.

Conclusion: We demonstrate the effectiveness of the proposed method in identify‑
ing potential drugs for COVID‑19 as a case study. In addition, this study shows the role 
of dipeptidyl peptidase 4 (DPP‑4) as a potential receptor for SARS‑CoV‑2 and the effec‑
tiveness of DPP‑4 inhibitors in facing COVID‑19. This highlights the practical application 
of the model in addressing real‑world challenges in the field of drug repurposing. The 
code and data for DrugRep‑HeSiaGraph are publicly available at https:// github. com/ 
CBRC‑ lab/ DrugR ep‑ HeSia Graph.

Keywords: Drug repositioning, Deep learning, Graph embedding, Heterogenous 
network, COVID‑19, Dipeptidyl peptidase 4

Background
The lengthy process and exorbitant cost of drug discovery have led researchers to 
explore the possibility of drug repositioning or drug repurposing (DR), i.e., inves-
tigating the potential therapeutic uses of existing medications beyond their origi-
nal intended purpose. DR has gained much attention from researchers due to its 
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potential to expedite the treatment process. Retrospective studies have highlighted 
several examples of drugs that have been successfully repurposed for new therapeutic 
uses. Thalidomide, originally developed as a sedative, has been repurposed for the 
treatment of leprosy, multiple myeloma, and other types of cancer [1]. Metformin was 
prescribed as an anti-diabetic medication and has been repurposed for the treatment 
of cancer and polycystic ovary syndrome [2]. These examples demonstrate the poten-
tial of DR to uncover new therapeutic uses for existing medications, which can lead to 
improve patient outcomes and reduce healthcare costs.

The goal of DR as a computational problem is to detect whether a given drug and 
disease pair has a therapeutic association. There are different approaches that have the 
potential to accelerate the drug discovery process and reduce costs. These methods 
can be classified into three main categories called feature-based (FB), heterogeneous 
network-based (HNB), and knowledge graph-based (KG) models. Table  1 provides 
an overview of current studies on the DR problem. In FB approaches, various fea-
tures of drugs and diseases are extracted to predict drug-disease associations [3–8]. 
Given that FB methods fail to illustrate the correlation between features, it was nec-
essary to consider HNB models as an alternative. HNB models are improved to use 
the relationship between features for finding drug-disease associations [9–16]. How-
ever, these methods are unable to identify the types of relationships between features. 
Recently, researchers have been interested in the KG approaches for predicting drug-
disease associations. To elaborate, KGs are a proper way to represent information and 
knowledge in a structural foundation. In order to create a KG, it is essential to address 
these fundamental aspects: KG construction, node and relationship definition (edge 
types), and numerical vector embedding, which all play a vital role in its effectiveness. 
A knowledge graph as G =< V ,E,R > is defined where V  shows the set of nodes, E 
demonstrates the set of edges, and R is the relationship types between nodes. In KG, 

Table 1 An overview of current studies in the drug repurposing field

Reference Method Details

[3] FB Non‑linear method

[4] FB Fusion method to combine three similarity measurements

[5] FB Recommendation system based on functional characteristics

[9] HNB Non‑negative matrix factorization

[10] HNB Multi‑modal neural network

[11] HNB Random walk with restart on a hierarchical network

[12] HNB Weighted bilinear neural network

[13] HNB Deep learning

[14] HNB Geometric deep learning

[15] HNB Fusing higher and lower‑order biological information

[17] KG Creating a knowledge graph from biomedical literature

[19] KG Literature‑based KG utilizing weighted relationships

[20] KG Drug‑centric knowledge graph

[21] KG A coupled‑tensor factorization‑based embedding model

[23] KG CAS biomedical knowledge graph and drug ranking method

[18] KG Knowledge graph completion using TransE

[22] KG Logistic regression method
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each triplet is specified as < h, r, t >∈ E , where h, t ∈ V  , and r ∈ R shows the relation-
ship type r between h, t..

Numerous studies have focused on developing efficient knowledge graphs by incorpo-
rating nodes and relationships that are relevant, informative, and sufficient. Some meth-
ods [17–19] extract abstracts of a huge number of articles and, after tokenizing them, 
make a graph using relationships between the tokens. While these methods perform 
well, they require complex computations and powerful computer systems to prepare the 
embeddings and then predict possible drug-disease associations due to the large volume 
of data [17–19]. Alternatively, some methods create the customized KGs by selecting 
specific node types, such as drugs, targets, and diseases, and relationship types, such as 
drug-target and drug-disease associations, based on their research objectives [20–23]. 
However, selecting the right feature set remains a challenge with these methods. Some 
of them emphasize the drug features (known as drug-centric KG) [20], while others con-
sider three main entity types: drugs, diseases, and genes, with most relationships defined 
on the gene features [21, 23]. While gene-based relationships are more abundant, drug-
disease associations are scarcer, which may mislead the embedding techniques used by 
these methods for drug-disease association predictions. Therefore, it is important to 
carefully consider the entity types and relationships included in KGs to ensure accurate 
predictions.

One of the most recent customized KG-based methods is DrugRep-KG [22]. The 
method constructs a drug-disease KG (DDKG) based on the drugs, diseases, and their 
features using 11 node types and 10 relationship types. It even includes the chemical 
structure of drugs, while the aforementioned methods have not considered it. Unlike 
drug-centric KGs [20], DrugRep-KG incorporates disease features in addition to drug 
information. Moreover, the list of intended features for diseases is more informative 
than previous studies [21, 23] by making use of MeSH terms and semantic types. Fur-
thermore, the advantage of DrugRep-KG over the mentioned methods is that it simpli-
fies relationships and reduces the complexity of paths among drugs and diseases, making 
it better able to capture potential drug-disease associations [22]. Later, to represent the 
entities and relationships of DDKG, DrugRep-KG employs Word2Vec as a natural lan-
guage processing technique, creating numerical vectors for each entity and relationship. 
While subtracting the vectors of related drugs and diseases does not always result in 
close proximity, DrugRep-KG utilizes concatenation of drug and disease vectors as an 
alternative approach for feeding the logistic regression model. This approach allows the 
DrugRep-KG method to predict new therapeutic indications for existing drugs.

It is possible that the reason for the inconsistency observed when subtracting vectors 
instead of concatenating them lies in the construction and embedding of the DDKG. 
Additionally, the DrugRep-KG method does not consider possible intra-relationships 
among drug features and disease features, nor does it take into account possible inter-
relationships between drug and disease features. This suggests that the method may not 
be as efficient at identifying potential drug candidates for a specific disease as it could be 
and highlights the need for improvements in these areas.

This paper presents the DrugRep-HeSiaGraph model, inspired by DrugRep-KG [22]. 
By adding more types of relationships, such as protein–protein interactions, gene 
interaction networks, protein-domain relationships, and protein-gene relationships, 
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the proposed model makes it easier to find drug candidates for diseases. In addition, it 
employs Word2Vec to represent the DDKG. Despite the existence of various methods 
for embedding DDKG, such as TransE [24], TransR [25], TransH [26], Node2Vec [27], 
ComplEx[28], and others, a challenge arises due to the presence of 11 relationship types 
in a ’Many-to-Many’ configuration. It is important to note that Node2Vec and TransE 
are suitable for ’One-to-One’ and ‘One-to-Many’ relationship types and cannot consider 
multiple relationship types in ‘Many-to-Many’ form. On the other hand, TransR and 
TransH generate distinct embedding vectors for each node based on every relationship 
type and fail to make an embedding considering all relationship types. Similarly, even 
though ComplEx handles multiple relationship types in ‘Many-to-Many’ configuration, 
it requires complex networks, making it computationally expensive. Therefore, in this 
study, we utilize Word2Vec to generate embeddings that considers multiple relationship 
types in a ’Many-to-Many’ configuration. This approach is computationally faster and 
is capable of capturing complex relationships between entities and relationships. To do 
so, we implement the continuous bag-of-words (CBOW) architecture of Word2Vec [29]. 
CBOW embeds each node based on its context, taking into account both local relation-
ships and global relationships that reflect the similarities and distances of nodes beyond 
direct connections. These global relationships are often derived from higher degree rela-
tions. Furthermore, DrugRep-HeSiaGraph proposes a heterogeneous siamese neural 
network (SNN), called HeSiaNet, for bringing related drugs and diseases presentations 
into a more accurate unified latent space. HeSiaNet is a type of dual-channel network 
that consists of two network channels and a similarity learning component with various 
weights. The siamese networks, as described by Chicco [30], allow the network to learn 
similarities between input pairs by comparing the features extracted from each channel.

The DrugRep-HeSiaGraph method is evaluated by comparing its performance 
with DrugRep-KG in different settings, DisDrugPred as a matrix factorization 
method, and DRP-VEM as an ensemble method. Furthermore, we discuss the effec-
tiveness of our model in suggesting drugs for coronavirus infection as a disease that 
has no known associations with drugs. This evaluation aims to assess the model’s 
ability to tackle new diseases. The main contributions of DrugRep-HeSiaGraph are 
briefly listed as follows:

• Incorporating a DDKG named DDKG-V1 by protein–protein interactions, gene 
interaction networks, protein-domain relationships, and protein-gene relation-
ships,

• Designing a heterogenoeus SNN, named HeSiaNet, for predicting the drug-dis-
ease associations.

Methods
In this section, we aim to build a computational model that helps us forecast the 
potential treatments for a given disease to reduce drug development time, cost, 
and risk. To do so, we introduce a method to learn an embedding space with lower 
dimensionality for drugs and diseases. This section explains the DR problem and the 
proposed model to address it.
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Drug repurposing problem

The sets of diseases and drugs are shown by ρ = {p1,p2, . . . ,pn} and ϕ = {r1, r2, . . . , rm} , 
respectively, where |ρ| = n and |ϕ| = m . DR problem aims to predict whether drug r ∈ ϕ 
is prescribed for disease p ∈ ρ or not. So, the model’s input is a drug and disease pair, 
and the output is one if the drug treats the disease and zero otherwise. Figure 1 illus-
trates the problem schematically.

DrugRep‑HeSiaGraph method

The DrugRep-HeSiaGraph method consists of two main steps to address DR problem as 
follows:

• Drug-disease knowledge graph step
• Constructing a drug-disease knowledge graph named DDKG-V1 (see Fig. 2-A),
• Embedding the entities of DDKG-V1 (see Figs. 2-B and 2-C),

• Heterogeneous siamese neural network step
•   Designing a heterogeneous SNN, called HeSiaNet, to predict drug-disease asso-

ciation (see Fig. 2-D and Fig. 3)

Drug‑disease knowledge graph step

This section describes the construction process of the DDKG in DrugRep-HeSiaGraph, 
called DDKG-V1 =< V ,E,R > . There are several features that can be applied to the 
model, including, but not limited to, symptoms, signs, gene expression profiles, molecu-
lar pathways, genomics, and more. While incorporating all these data types can be valua-
ble, there are certain obstacles to consider. Firstly, it is necessary to identify features that 
are consistently available for all drugs and diseases in order to ensure comprehensive 

Fig.1 The inputs and outputs of the drug repurposing (DR) problem
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coverage. Secondly, the chosen features should be compatible with the graph-based 
representation employed in our model. To do so, we select chemical structure, target, 
domain, side effect, and anatomical therapeutic chemical (ATC) code as drug features, 
and genes, MeSH class, type, and semantic type as disease features. Therefore, DDKG-
V1 includes 11 node types (see Table 2). The six node types pertain to drugs, displaying 
the drug names and five drug features. Meanwhile, the other five node types relate to 
diseases, indicating the disease names and four disease features. The node set of DDKG-
V1 is comprised as follows:

Fig. 2 DrugRep‑HeSiaGraph method

Fig. 3 HeSiaNet architecture
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Moreover, it contains 14 relationship types, which are divided into three groups as 
follows:

• Intra-relationship types for drugs, which indicate among drug features,
• Intra-relationship types for diseases, which show among disease features,
• Inter-relationship types for drugs and diseases that depict relationships between 

drug and disease features.

The details of these relationship types ( R ) to construct DDKG-V1 are introduced as 
below (see Table 2):

1. Intra-relationship types for drugs

1.1 if drug r ∈ ϕ has a chemical substructure such as c ∈ C extracted from a 
PubChem fingerprint [31], its relationship is shown by “r has_chemical_sub-
structure c”,

1.2 if drug r ∈ ϕ is targeted by a protein such as t ∈ T  , then its relationship is repre-
sented by “r has_target t ” [32, 33],

1.3 if drug r ∈ ϕ is targeted by protein t, where this protein has a domain such as 
d ∈ D , then its relation is displayed by “r has_domain d”,

1.4 if drug r ∈ ϕ has a side effect such as s ∈ S , then its relationship is illustrated by 
“r has_side-effect s” [34],

(1)V = ϕ ∪ C ∪ T ∪ D ∪ S ∪ A ∪ ρ ∪ T ∪ C ∪G ∪ S.

Table 2 Stochastic of the applied dataset

Relationship Entity Node types Relationship 
type

Database The node 
numbers

The 
number of 
relationships

Intra‑relationships Drug Name ( ϕ) – DrugBank [35] 410 –

Chemical Struc‑
ture ( C)

has_chemical_
substructure

PubChem [31] 881 52,979

Target Protein ( T ) has_target
has_interaction

DrugBank [35]
STRING [36]

1506 2122
6909

Protein Domain 
( D)

has_domain
has_domain_tar‑
get

UniProt [37] 1070 1828
2804

Side Effect ( S) has_side_effect SIDER4.1 [38] 5734 64,121

ATC Code ( A) has_ATC_code SIDER4.1 [38] 1087 2958

Disease Name ( ρ) – DisGeNET [39] 141 –

Type ( T) has_type DisGeNET [39] 3 141

Class ( C) has_class DisGeNET [39] 22 9440

Gene ( G) has_gene
has‑gene‑inter‑
action

DisGeNET [39]
STRING [36]

3561 5891
16,870

Semantic ( S) has‑semantic‑
type

DisGeNET [39] 5 141

Inter‑relationships Target‑Gene has_encoded UniProt [37] 633

Drug‑Disease has_treatment repoDB [40] 748
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1.5 if drug r ∈ ϕ has an ATC code such as a ∈ A , then its relationship based on each 
code level is shown by “r has_ATC_code a”,

1.6 if proteins t, t′ ∈ T  have physical interaction, then its relationship is represented 
by “t has_interaction t′,

1.7 if protein t ∈ T  has a domain such as d ∈ D , then its relationship is displayed by 
“t has_domain_taregt_relation d”.

2. Intra-relationship types for diseases

2.1 if the type of disease p ∈ ρ is ≈ ∈ T , so its relationship is illustrated by “p has_
type ≈”,

2.2 if the class of disease p ∈ ρ is ∈ C , then its relationship is represented by “p has_
class 

C
”,

2.3 if gene ð ∈ G is associated with disease p ∈ ρ , then its relationship is conducted 
as “p has_gene ð”,

2.4 if the standard categorization of disease p ∈ ρ is ∼ ∈ S based on the unified 
medical language system (UMLS), then its relationship is demonstrated by “p 
has-semantic-type ∼”,

2.5 if genes g , g ′ ∈ G have interaction to show their functional relationship, then 
their relationship is shown by “ g has_gene_interaction g’”.

3. Inter-relationship types for drugs and diseases

3.1 If drug r ∈ ϕ treats disease p ∈ ρ , then their relationship is displayed by “r has-
treatment p”.

3.2 if gene ð ∈ G encodes the targett ∈ T  , then their relationship is represented by 
“ ð has_encoded t”,

Finally, the edge set of DDKG-V1 is prepared as below:

We present the DDKG-V1 as evidence of triplet sentences, similar to Eq. 2, and then 
feed it into the CBOW-based Word2Vec implementation to construct nodes and rela-
tionships embeddings. The corresponding vector for a node v ∈ V  is represented by Ev.

Heterogeneous siamese neural network step

Recall that we propose to learn the representation of data in a unified latent space. 
Inspired by retrospective studies [7, 10], we leverage the power of deep neural networks 
to address the DR problem and suggest using the advantage of heterogenous SNN. This 
section describes the details of the proposed heterogeneous SNN, HeSiaNet, which 
aims to bring associated drugs and diseases closer together in a lower dimensional space 
and predicts whether the given drug-disease pairs are associated (1) or not (0). Figure 3 
shows the proposed model architecture.

(2)
E = v, r, v′ |v, v′ ∈ V&r ∈ R, node v and v′ are related based on relationship type r .
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In the following, the main steps of the HeSiaNet are provided, and later these steps are 
explained.

1. Getting the embedding vector of drug r and disease p using Word2Vec based on 
DDKG-V1 presented by Er and Ep , respectively.

2. Feeding Er to function f (Er) , which consists of an input layer, three hidden lay-
ers activated by ReLU and using dropout, and an output layer, which presents the 
embedding of drug r in unified latent space shown by εr.

3. Feeding Ep to function g(Ep) , which consists of an input layer, three hidden lay-
ers activated by ReLU and using dropout, and an output layer, which presents the 
embedding of disease p in unified latent space presented by εp.

4. Absolute subtracting the outputs of functions f (Er) and g
(

Ep

)

 to brings associated 
drugs and diseases closer in the latent space and produce εh =

∣

∣εr − εp
∣

∣.
5. Feeding εh to a dense hidden layer with ReLU activation function and then using a 

sigmoid function to predict the probability of association.
6. If the probability is greater than 0.5, the drug and disease are considered to be associ-

ated; otherwise they are not.

HeSiaNet comprises two distinct channels: the drug embedding channel (shown by 
f (Er) based on Er as the embedding of drug r ∈ ϕ ), and the disease embedding channel 
(shown by g

(

Ep

)

 based on Ep as the embedding of disease p ∈ ρ ), to predict the thera-
peutical association between drug r and disease p . The reason for employing a heteroge-
neous instead of a homogeneous SNN is that drugs and diseases have different natures 
and are not of the same type. Thus, we necessitate two distinct networks that are opti-
mized concurrently, albeit with differing weight updates. In other words, the extracted 
embeddings of drugs and diseases from the DDKG-V1 are numerical vectors ( Er and 
Ep ), and f (Er) and g

(

Ep

)

 project these vectors onto a unified latent space, allowing 
drugs and diseases to be compared and analyzed based on their shared properties.

More specifically, each channel learns a non-linear function on the representa-
tion of the drugs and diseases, extracted from DDKG-V1, called f (Er) : Rk → Rh and 
g
(

Ep

)

: Rk → Rh , respectively. The architecture of f (Er) is based on several dense lay-
ers that produce εr as the lower-dimensional representation ( h-dimension) of drug 
r . Similarly, g

(

Ep

)

 is defined to prepare εp as the representation of diseases p in the h
-dimensional space. Since the SNNs are commonly used for tasks that involve similarity 
or distance measurement between two inputs, the aim here is to bring drugs and dis-
eases with therapeutical associations closer together and vice versa. For this purpose, 
we perform an element-wise subtraction of the vectors εr and εp to generate a new vec-
tor εh =

∣

∣εr − εp
∣

∣ . The resulting vector undergoes processing through several dense hid-
den layers of lower sizes before making the final prediction via a sigmoid function. Since 
the sigmoid function outputs a probability of association between drug r and disease p , 
which lies in the range [0,1], we consider a probability greater than 0.5 to indicate asso-
ciation, and otherwise, it is considered to be not association. However, to minimize the 
difference between the predicted probability distribution and the actual probability dis-
tribution, we define the binary-cross entropy loss function [41] for the final layer of the 
network, calculated as below:
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where, yr,p indicates the actual state of association between drug r and disease p, and 
ŷr,p shows the predicted association state. The details of the architecture of HeSiaNet 
are illustrated in Fig.  3 and explained in section “HeSiaNet architecture and training 
procedure”.

Results and discussion
To assess the performance of our proposed method, DrugRep-HeSiaGraph, several 
experiments based on multiple criteria are conducted. This section encompasses the 
preparation of the dataset and the setting of hyperparameters, as well as a detailed 
explanation of the HeSiaNet architecture and its training procedure. The evaluation cri-
teria employed for the model are also described, followed by a comparison of the results 
obtained using DrugRep-HeSiaGraph and the state-of-the-art models, DrugRep-KG, 
DisDrugPred and DRP-VEM in two ways: assessment of their input representation and 
evaluation of their performances. Furthermore, this section investigates the efficiency of 
applying homogeneous SNN (Hom-SNN) compared to heterogeneous SNN (HeSiaNet). 
Finally, the practical application of the DrugRep-HeSiaGraph model in addressing real-
world challenges in the field of drug repurposing is highlighted by suggesting treatments 
for COVID-19.

Dataset preparation

The basic dataset is generated as below:

where A and E are considered, respectively, as positive data (known drug-disease asso-
ciation) and negative data (unknown drug-disease association with respect to diseases 
that are in common with adverse drug reactions), as follows:

Furthermore, the label of each xr,p ∈ X is denoted as below:

Moreover, the known drug-disease associations ( A) are gathered by utilizing the 
repoDB[40] database, which is a database dedicated to drug repositioning. Initially, the 
associations are filtered based on their ’approved’ status to ensure training the model 
with FDA-approved drug-disease associations. Subsequently, the lists of drugs and dis-
eases are narrowed down based on the availability of all the relevant features. To create 

(3)L
(

yr,p, ŷr,p
)

= −
[

y∗ log
(

ŷr,p
)

+
(

1− yr,p
)

∗ log
(

1− ŷr,p
)]

,

(4)X = {�r, p�|r ∈ ϕ&p ∈ ρ, and�r, p� ∈ A ∪ E},

(5)A =
{

�r, p�|r ∈ ϕ&p ∈ ρ, drug r has been indicated for disease p
}

,

(6)
E =

{

�r, p�|r ∈ ϕ & p ∈ ρ, drug r causes disease p because of adverse reaction
}

.

(7)yr,p =
{

1�r, p� ∈ A,
0�r, p� ∈ E.
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the negative set, we consider unknown drug-disease associations in which the disease 
corresponds to an adverse drug reaction. The hypothesis is based on the idea that if a 
drug causes any side effect, that is in common with our disease set, it cannot treat that, 
limiting its usefulness for that particular disease [22]. The statistics of the applied dataset 
are available in Table 3.

We extract 10% of the positive data (74 pairs of A ) and an equal number of negative 
data (74 pairs of E ) to create the test set. To prevent Word2Vec from considering the 
therapeutic or non-therapeutic associations between drug-disease pairs in the test set, 
these relationships are removed while creating the versions of DDKG.

To demonstrate that Word2Vec effectively captures the heterogeneity of DDKG-V1 
while generating the embeddings from multiple node types and relationship types, we 
conduct an experiment to visualize them in a lower-dimensional space. Accordingly, the 
t-SNE ( t-distributed Stochastic Neighbor Embedding) technique is employed [42] as a 
popular dimension reduction technique that visualizes data with a high dimension in a 
lower one. This technique is also helpful for revealing the patterns in the data [42].

The t-SNE plot is illustrated in Fig. 4 and generated based on embeddings of DDKG-
V1’s entities, which are labeled according to their types (drug, disease, target, domain, 
side effect, etc.). The t-SNE plot indicates that different node types are clustered sepa-
rately, demonstrating the effectiveness of Word2Vec in capturing the semantic rela-
tionships among entities. Figure 4 illustrates that target and domain entities, which 
share a close conceptual relationship as mentioned earlier, are also positioned in close 
proximity in the t-SNE plot. Notably, the ATC codes, which encode anatomical, thera-
peutic, and chemical information about drugs and are closely related to drug treat-
ment mechanisms, form a cluster that bridges the gap between the drug and disease 
clusters. Furthermore, the plot reveals the presence of common members between 
the side effects and diseases, as evident from their overlapping cluster.

By visually analyzing the t-SNE plot, we can observe the distinct clusters formed by 
different node types and gain insights into their relative positions. This visualization 
reinforces the presence of heterogeneity in our data and provides a valuable perspec-
tive on the relationships between various entities within our DDKG-V1.

Moreover, to address the issue of imbalanced data, we investigate different strate-
gies, mainly oversampling, under-sampling and a combination of over-sampling and 
under-sampling techniques. The experiment results show the combination approach 
obtains the best performance (see Table 4). Finally, the model is evaluated based on 
five-fold cross-validation.

Table 3 Statistics of dataset

# Drugs # Diseases # Drug‑
Disease 
pairs

Positive dataset ( |A|) 410 141 748

Negative dataset ( |E|) 361 89 1966

Basic dataset ( |X |) 410 141 2714
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Evaluation criteria

To evaluate the performance of DrugRep-HeSiaGraph, we employ five evaluation cri-
teria: accuracy (ACC), area under the receiver operating characteristic curve (AUC-
ROC), area under the precision-recall curve (AUC-PR), brier score (BS), Matthew’s 
correlation coefficient (MCC), and F1-score.

ACC measures the proportion of correct predictions out of all predictions and is 
calculated as below:

Fig. 4 The t‑SNE distribution for entities of DDKG‑V1 embedded by Word2Vec

Table 4 The comparison of applied strategies for facing imbalanced dataset challenge

Strategy ACC AUC‑ROC AUC‑PR BS MCC F1‑score

IMB 80.64 92.69 91.69 12.94 62.76 84.21

RUS 83.96 92.48 91.56 8.25 68.07 84.14

ROS 85.72 92.61 90.76 10.92 71.61 82.67

OSMOTE 84.62 92.19 90.49 11.18 69.34 82.07

SORU 86.38 92.57 91.55 10.69 73.02 84.23
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where, the TP, TN, FP, and FN indicate true positive, true negative, false positive and 
false negative, respectively.

The AUC-ROC [43] score quantifies the area under the receiver operating charac-
teristic curve, which plots the true positive rate (TPR) against the false positive rate 
(FPR) at different cut-offs. TPR and FPR are defined as below:

The AUC-PR [44] computes the area under the precision-recall curve, which plots 
precision against recall at different thresholds. Precision and recall scores are defined 
as follows: 

The BS [45] is a scoring rule to evaluate the accuracy of probabilistic predictions. It 
calculates the mean square difference between the predicted and actual outputs. There-
fore, the smaller BS, the better the performance of the model. This score is measured as 
follows:

where the N  is the number of instances of the test set, y(r,p)l indicates the actual status of 
association for the lth sample of the test set, and ŷ(r,p)l shows the predicted likelihood of 
association.

The MCC is a measurement for assessing the quality of binary classification methods 
and is widely used in bioinformatics problems [46] and is calculated accordingly:

Finally, the F1-score, as the last considered criterion, merges precision and recall (see 
Eq. 10) using harmonic mean and generates a unified metric for assessing the models. 
This criterion is mostly used when the dataset is imbalanced. F1- score is expressed as 
follows:

Hyper parameter setting

The proposed model is developed using Python 3.9 and utilizes the Gensim [47], Keras 
[48], and imbalanced-learn [49] packages. The Gensim package [47] is used to generate 
the embedded vector of drugs and diseases based on the CBOW implementation, with 
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TP + TN + FP + FN
,
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TP

TP + FN
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FP
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.
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N
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.
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the vector_size parameter set to 1024 using a grid search method. The Keras package [48] 
is employed to create the HeSiaNet model. To address the dataset imbalance, we apply 
the imbalanced-learn package [49] using five different strategies: using an imbalanced 
dataset for training (IMB), randomly under sampling negative pairs (RUS), randomly 
oversampling positive pairs (ROS), oversampling positive pairs using the SMOTE tech-
nique (OSMOTE), and a combination of oversampling by SMOTE and random under 
sampling (SORU), as suggested by previous studies [50]. According to Table 4, the best 
results are achieved by oversampling positive pairs by 90% using the SMOTE technique 
followed by randomly under sampling negative pairs (SORU).

HeSiaNet model architecture and training procedure

This paper presents the DrugRep-HeSiaGraph, which uses a heterogeneous SNN, named 
HeSiaNet, with two different channels to explore the relationship between drug-disease 
pairs. The choice of a heterogeneous network is appropriate because drugs and diseases 
have distinct natures and come from different categories.

The input of the HeSiaNet model consists of drug and disease vectors with a length 
of 1024. The drug channel layers are defined based on the drug vector, while the dis-
ease channel layers are optimized using the disease vector. Each channel of the network 
comprises four dense layers with 512, 256, 128, and 64 neurons, respectively, with ReLU 
serving as the activation function for all the dense layers. Dropout regularization with a 
rate of 0.2 is applied to each dense layer to prevent overfitting. Given the goal of bringing 
similar concepts closer in the latent space, it is important to ensure that the distributions 
of the embeddings are close. In this manner, the KL-divergence loss function is imposed 
for both channels. KL-divergence, or Kullback–Leibler divergence, is measured to cal-
culate the difference between two probability distributions [51], and it is calculated as 
below:

Then, the output of the two channels is subtracted ( εh ) and is subsequently passed 
through a final dense layer with 32 neurons and a ReLU activation function, with drop-
out regularization of 0.2 applied to this layer. The resulting vector is then connected to a 
single dense layer with a sigmoid activation function to yield the final prediction of the 
network.

The HeSiaNet is trained utilizing the Adam optimizer with a learning rate of 5e − 5 . 
During training, the model is monitored with the validation set, and the training is 
stopped early if the validation accuracy does not improve for a certain number of epochs 
using the ’EarlyStopping’ callback. Additionally, the learning rate is reduced using the 
’ReduceLROnPlateau’ callback if the validation accuracy does not improve for a certain 
number of epochs. Finally, the best weights obtained during training are saved using the 
’ModelCheckpoint’ callback. The use of different channels for drugs and diseases, along 
with the Adam optimizer and various callbacks for training, contributes to the HeSi-
aNet’s effectiveness and accuracy.
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Evaluating the performance of DrugRep‑HeSiaGraph

To assess the performance of our model, we use a technique called five-fold cross-val-
idation, a technique that divides the dataset into five subsets (or “folds”). The model is 
trained on four of these folds and evaluated on the remaining one. We repeat this pro-
cess five times, ensuring that each subset serves as the test set once.

Additionally, to account for potential variations in model performance due to the 
selected validation set, each experiment is conducted four times. As a result, DrugRep-
HeSiaGraph consistently demonstrates strong performance in this evaluation, boasting 
an average AUC-ROC of 91.16%, an AUC-PR of 90.32%, an ACC rate of 84.63%, a BS 
score of 0.119, and an MCC score of 69.31%. These outcomes provide strong evidence of 
our model’s effectiveness in predicting drug-disease associations.

Analysis of features

The objective of this section is to examine drug features, such as chemical structure, 
target, domain, side effect and ATC code, alongside diseases features, including genes, 
semantic type, MeSH class, and type. We aim to identify the features that exert the 
greatest influence on the performance of the proposed model and are crucial to consider 
in other studies related to DR problem.

To achieve this, we conduct two types of experiments: drug-based and disease-
based. Drug-based experiments incorporate all the disease features while experiment-
ing with various combinations of drug features. Similarly, in disease-based experiments, 
we employ all drug features while exploring different combinations of disease-related 
features.

We consider the most crucial experiments to be those where the model is exclusively 
trained with a single feature, and where the model incorporates all features except one. 
The purpose behind removing each feature is to discern which one exerts the most sig-
nificant impact on the model’s performance, leading to the greatest reducing in the base 
model’s effectiveness. Conversely, when we retain only one feature, our objective is to 
determine which feature contributes the most valuable information, resulting in a mini-
mal deviation from the base model that employs all features. Furthermore, we explore 
various possible combinations of drug or disease features with the corresponding model 
scores detailed in Table S1 of the appendix. Our analysis demonstrates that using all fea-
tures is advisable, as it yields the best scores using DDKG-V1. These findings underscore 
the importance of incorporating all features to enhance the accuracy of predictions.

Regarding the drug-based feature analysis, Fig.  5 provides an overview of the mod-
el’s performance when one drug feature is omitted (A) or when only one drug feature is 
included (B). As depicted in Fig. 5-A, the exclusion of the side effect feature (dark blue 
bar) results in a significant decline in the base model’s performance (green bar). For 
instance, the removal of side effects as a feature leads to a decrease of approximately 6% 
in the ACC and 8% in the F1-score. Conversely, when only the side effect is employed as 
the sole drug feature (see Fig. 5-B, the light green bar), the model’s performance exhib-
its a less pronounced changes compared to the base model (brown bar). In this case, 
the ACC decreases by 3%, and the F1-score reduces by approximately 6%. In contrast, 
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utilizing only one of the other drug features results in a more substantial reduction, with 
approximately a 10% decrease in ACC and a 20% drop in the F1-score. Additionally, the 
combination of drug features that included the side effect yield better scores (as shown 
in Table S1).

These findings highlight the significance of side effects as a crucial drug feature in DR 
problems. Intriguingly, our previous research [16] also identified side effect as the most 
important feature for drug repurposing. Other studies have also investigated the efficacy 
of side effects as a significant feature in addressing DR problem [52, 53]. Additionally, 
biological studies have demonstrated that the shared side effects among drugs can indi-
cate a common molecular function. This mechanism elucidates how drugs with similar 
side effects can effectively treat the comparable diseases [52]. These findings confirm the 
necessity of including side effects feature in DR studies.

When it comes to analyzing disease-based features, Fig. 6 illustrates the model’s per-
formance when a specific disease feature is omitted (A) or when only one disease feature 
is included (B). Our analysis also indicates that excluding the genes as the disease feature 
(as shown in Fig. 6-A, the dark blue bar) leads to a notable decrease in the base model’s 
performance (light blue bar). For instance, removing genes results in a 4% decrease in 
the ACC and an 8% drop in MCC for the base model. Conversely, using only genes as the 
disease feature (as shown in Fig. 6-B, the light green bar), results in a milder decline in 
the base model’s performance (the dark blue bar), specifically, a 2% decrease in ACC and 
a 4% decrease in MCC. In contrast, substituting genes with other features causes more 
substantial changes, approximately a 7% decrease in ACC and a 10% decrease in MCC.

These results propose genes as a crucial feature for diseases. The other studies also 
show the important role of genes in the development of various diseases and their 

Fig. 5 Drug‑based feature analysis
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importance in facing DR problem [54, 55]. Moreover, biological studies reveal that ana-
lyzing genes can significantly enhance the identification of disease-causing pathogens 
[22].

In conclusion, our analysis reveals that although employing the side effect as the drug 
feature and genes as the disease feature can significantly impact the model’s perfor-
mance, incorporating all features is recommended for obtaining better results.

Comparison of DrugRep‑HeSiaGraph with previous methods

In order to compare the effectiveness of DrugRep-HeSiaGraph, we use DRP-VEM as an 
ensemble learning and FB model [16], DisDrugPred as a matrix factorization-based and 
HNB model [9], and DrugRep-KG [22], as a knowledge graph-based model in two ways: 
the input representation and the model performance. Since the considered feature sets 
between the models are the same, they are comparable. However, as DisDrugPred is a 
regression model and DRP-VEM, DrugRep-KG and DrugRep-HeSiaGraph are classifica-
tion models, only AUC-ROC and AUC-PR criteria are reported for DisDrugPred model.

Input representation

As discussed earlier, finding a proper drug and disease representation is a main challenge 
in the DR problem and various studies have employed different strategies to tackle this 

Fig. 6 Disease‑based feature analysis
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issue. In the context of our comparison, DisDrugPred is excluded, which is regression 
model utilizing a matrix factorization approach. For this purpose, three experiments are 
conducted based on each model representation, applying the same training and test sets 
as below:

• Binary representation employed by DRP-VEM model
• Word2Vec representation employed by DrugRep-KG model
• HeSiaNet-based representation employed by DrugRep-HeSiaGraph model

The details of each experiment are provided below. In order to ensure a fair compari-
son, we utilize the same training and test sets for all models. Additionally, the features of 
all models are derived from DDKG-V1, ensuring consistent input data across the experi-
ments. This approach allows us to directly compare the performance of each model 
while controlling for any potential variations in the dataset or feature selection.

Binary representation employed by DRP-VEM model In this study, a binary vector is 
generated based on the considered features for drug and disease representations. Each 
feature is assigned a position in the vector, where a value of 1 indicates a relationship 
between the drug or disease and the corresponding feature, and 0 shows no relationship. 
Then, the drug-disease pairs are fed to the model based on the concatenation of drug’s 
and disease’s binary vectors. The length of this vector is equal to the summation of all 
feature items (13,869). To evaluate the effectiveness of this representation, its distribu-
tion is visualized using t-SNE in a 2D space. Figure  7-A illustrates the t-SNE plots of 
the training and test data. Positive instances, representing associated drug-disease pairs, 
are depicted in red, while negative instances are shown in blue. Notably, it demonstrates 
no clear separation between positive and negative drug-disease pairs. According to the 
plots, it becomes apparent that the positive and negative data points are not distinguish-
able, indicating that the binary representation alone is not a reliable representation for 
classification purposes.

Word2Vec representation employed by DrugRep-KG model As aforementioned, the 
DrugRep-KG model employs Word2Vec to generate embeddings for drugs and diseases. 
For a given drug-disease pair, the corresponding vectors are extracted and concatenated 
to feed the model. To evaluate the effectiveness of this representation, the drug-disease 
pairs of training and test sets are visualized by t-SNE. The resulting t-SNE plots are pre-
sented in Fig. 7-B for training and test sets.

Upon analyzing Fig. 7-B for training data, it clearly shows that the distribution of posi-
tive and negative pairs is relatively better separated compared to the binary represen-
tation experiment. However, the separation is not significantly distinct, indicating that 
there is still room for improvement in effectively distinguishing between positive and 
negative pairs.

Similarly, although Fig. 7-B for test data displays some degree of separation between 
positive and negative pairs, it is not as pronounced as desired, demonstrating that the 
embeddings alone may not provide a sufficiently discriminative representation for accu-
rate classification.
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HeSiaNet-based representation employed by DrugRep-HeSiaGraph In our proposed 
method, the main objective is to enhance the representation of drugs and diseases. To 
achieve this, a heterogeneous siamese neural network called HeSiaNet is introduced that 
takes the extracted Word2Vec embeddings of drugs and diseases as inputs and passes 
them through two distinct channels denoted as f (Er) and g

(

Ep

)

 , respectively. These 
channels of HeSiaNet embed drugs and diseases in the latent space. After that, the out-
put of these networks is subtracted ( εh =

∣

∣εr − εp
∣

∣ ) in order to bring associated drugs 
and diseases closer in the unified latent space and then go through a hidden layer for 
predicting whether a given drug-disease pair is associated or not. By employing this 
approach, HeSiaNet leverages the power of SNN models to improve the representation 
of drugs and diseases.

To evaluate the effectiveness of this approach, we feed t-SNE with εh =
∣

∣

εr − εp

∣

∣ as the 
embedded representation of drug-disease pairs in the unified latent space to visualize 
the training and test sets, illustrated in Fig. 7-C.

Upon analyzing Fig.  7-C, we observe that the train data is indeed better separated 
compared to the previous experiments, and the positive and negative instances are 
more distinguishable. Also, the test set shows better separation. The distribution of the 
data points is more well-organized in the lower-dimensional space, suggesting a clearer 
structure and potentially indicating the presence of meaningful clusters. It indicates that 
the proposed DrugRep-HeSiaGraph model provides a more effective representation of 
drugs and diseases.

These results demonstrate the effectiveness of utilizing the DrugRep-HeSiaGraph 
input in improving the separation and organization of the train and test data based on 
the t-SNE visualization. This suggests that the proposed model may offer enhanced 
capabilities for the accurate representation of drug-disease pairs.

Fig. 7 Comparison of models based on drug‑disease pairs representation. The upper and bottom row 
demonstrate the train and test data distribution in the space, respectively. The column A represent the Binary 
representation, the column B shows the Word2Vec representation, and the column C illustrates the HeSiaNet 
representation
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The prediction’s performance

In this subsection, we define four different versions of DDKG for the assessment of 
incorporating new relationships. This experimental setup will allow us to determine 
which knowledge graph perform better in capturing and utilizing drug-disease associa-
tions. The four versions of DDKG are defined as follows:

• DDKG-V1: The version is introduced in the section ‘Drug-disease knowledge graph 
step’, and includes all defined intra- and inter-relationship types. The primary goal of 
DDKG-V1 is to assess the effectiveness of considering intra- and inter-relationships 
in improving the accuracy of models.

• DDKG-V2: This version considers relationship types 1.1–1.5, 2.1–2.4, and 3.1, which 
are used by DrugRep-KG’s DDKG and serves as a baseline for comparison. The 
purpose of this version is to assess the classification performance of the HeSiaNet 
method compared to the regression classifier employed by DrugRep-KG.

• DDKG-V3: This version defines relationship types 1.6–1.7 and 2.5 in addition to 
DDKG-V2 as the new intra-relationship types. The aim is to investigate the impact 
of intra-relationship types between drugs and diseases on model performance com-
pared to DDKG-V2.

• DDKG-V4: This version incorporates the new inter-relationship type 3.2 in addition 
to the relationship types included in DDKG-V2. The goal is to determine the effect of 
inter-relationship types between drugs and diseases on the performance of the mod-
els in comparison to DDKG-V2.

Table  5 illustrates a comparison between the proposed model, DrugRep-KG, Dis-
DrugPred, and DRP-VEM. The "Model" column shows the employed model, and the 
"DDKG Version" column indicates the applied DDKG version, ranging from DDKG-V1 
to DDKG-V4. The subsequent columns present evaluation criteria scores for each model 
based on every version of DDKG. It is important to note that the evaluation is based 
on the same test set, and since DisDrugPred and DRP-VEM are not a KG method, the 
differences in DDKG versions are not important for them. We interpret the results in 

Table 5 The comparison between the performance of DrugRep‑HeSiaGraph and DrugRep‑KG 
based on four versions of DDKGs

Model DDKG 
version

ACC (%) AUC‑ROC 
(%)

AUC‑PR 
(%)

BS (%) MCC (%) F1‑score (%)

DrugRep‑
HeSiaGraph

DDKG‑V1 84.63± 0.02 91.16± 0.04 90.32± 0.13 11.90± 0.04 69.31± 0.82 83.13± 0.12

DDKG‑V2 83.44± 0.10 90.63± 0.07 90.09± 0.19 12.01± 0.05 67.53± 0.13 80.54± 0.27

DDKG‑V3 84.51± 0.04 90.97± 0.03 90.27± 0.41 12.00± 0.04 69.12± 0.14 82.84± 0.08

DDKG‑V4 83.91± 0.08 91.15± 0.10 90.17± 0.27 12.06± 0.03 67.90± 0.35 82.08± 0.19

DrugRep‑KG DDKG‑V1 83.9 3 91.00 90.30 11.97 67.90 82.83

DDKG‑V2 83.92 90.57 89.94 12.18 67.50 83.04

DDKG‑V3 82.45 91.03 90.18 12.15 64.99 82.73

DDKG‑V4 82.45 90.94 89.97 12.24 64.92 81.89

DisDrugPred – – 58.73 53.45 38.91 – –

DRP‑VEM – 52.33 55.37 55.12 29.76 32.43 52.35
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two ways: the effectiveness of DDKGs and the performance of the DrugRep-HeSiaGraph 
against other models.

The experiments demonstrate that the inclusion of new intra- and inter-relationship 
types in DDKG-V1 outperforms all other versions, including DDKG-V2, which serves 
as the base DDKG for both knowledge graph-based  models. Notably, DDKG-V1 also 
improves the performance of DrugRep-KG as the base model compared to using DDKG-
V2 in all metrics. Additionally, applying DDKG-V3 and DDKG-V4 enhances the perfor-
mance of our model compared to using DDKG-V2 as the base DDKG. For instance, our 
model using DDKG-V3 achieves approximately 1.2% and 2% better results on ACC and 
MCC compared to when using DDKG-V2. Furthermore, since DDKG-V3 contains more 
information than DDKG-V4, the performance of both models using DDKG-V3 is bet-
ter than applying DDKG-V4. Moreover, DrugRep-KG shows improved performance in 
specific criteria when DDKG-V3 and DDKG-V4 are used instead of its primary knowl-
edge graph, DDKG-V2. These results demonstrate that adding new relationship types 
improves the performance of the model and DDKG-V1 is a better DDKG for exploring 
the associations between drugs and diseases in comparison to DDKG-V2.

Figure  8 illustrates how different versions of DDKG affect the performance of the 
models across various criteria. The bar plots illustrate the overall performance of our 
proposed model and DrugRep-KG on each criterion across different versions of DDKG. 
The figure clearly shows that DDKG-V1 is more effective than the other versions, specif-
ically DDKG-V2 as the baseline DDKG, while DDKG-V3 outperforms DDKG-V4. These 
results suggest that the choice of DDKG version can significantly impact on the perfor-
mance of the knowledge graph-based  models and highlight the importance of careful 
selection of relationship types in drug repurposing.

Fig. 8 Comparison of the versions of DDKGs in performance of the models, based on each evaluation 
criterion, such as A ACC, B AUC‑ROC, C MCC, D AUC‑PR, E F1‑score, and G BS
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In the comparison of model’s performance viewpoint, our model outperforms three 
others on all metrics using DDKGs of different versions, and DisDrugPred predicts the 
associations poorly, as shown in Table 5. This demonstrates the effectiveness of incorpo-
rating heterogeneous channels in the HeSiaNet model and highlights the effectiveness of 
using neural networks in comparison to probabilistic models. Moreover, it shows KGs 
capture the data better than matrix factorization methods. Overall, the proposed model, 
with the addition of new relationships and the HeSiaNet, shows promise in improving 
the accuracy and effectiveness of predicting drug-disease associations.

Comparison of homogeneous versus heterogeneous siamese neural network

The study hypothesizes that DrugRep-KG [22] may not optimally learn the unified latent 
space for drugs and diseases due to their inherent differences in nature. To address this 
issue, we suggest using a heterogeneous SNN model, HeSiaNet. The model is designed 
to handle the heterogeneity of drugs and diseases by allowing for varied neural archi-
tectures to be employed. However, if drugs and diseases are already in an optimal latent 
space, where they can be accurately represented, a homogeneous SNN (Hom-SNN) 
model may perform accurately without the need for a more complex model like HeSi-
aNet. In the following, we conduct an investigation using a Hom-SNN model and evalu-
ate its effectiveness in comparison to HeSiaNet to test this hypothesis.

Homogeneous and heterogeneous SNNs are two deep learning models utilized for 
similarity analysis and comparison of input data using two channels. The main dis-
tinction between them is that Hom-SNN employs two parallel and identical channels 
with the same weights to process two input data points of the same type, whereas 
heterogeneous-SNN uses two different neural networks optimized for each input 
data type. As a result, even though they have a similar architecture, the weights of 
each channel are updated independently. Hom-SNNs are commonly used for tasks 
in which both input data come from the same source, while heterogeneous-SNNs are 
more suitable for tasks that involve input data of different types. Both types of net-
works are powerful tools for analyzing and comparing input data, and they can be 
used in a variety of applications. HeSiaNet is based on heterogeneous SNN models 
because it uses different types of data, including drugs and diseases.

To validate the hypothesis, we test the performance of DrugRep-HeSiaGraph by 
comparing Hom-SNN and HeSiaNet. The architecture of the applied Hom-SNN 
is the same as that of HeSiaNet, while the drug channel and disease channel share 
the weights, whereas in HeSiaNet, they are optimized independently. According to 
Table  6, the performance of HeSiaNet is significantly better than Hom-SNN. For 
instance, HeSiaNet outperforms Hom-SNN by approximately 3%, 6%, and 4% on 

Table 6 The comparison of HeSiaNet as the heterogeneous‑SNN and Hom‑SNN as the 
homogeneous‑SNN models

Model AUC‑ROC (%) AUC‑PR (%) ACC (%) BS (%) MCC (%) F1‑score (%)

HeSiaNet 84.2± 0.29 91.08± 0.04 90.35± 0.13 11.99± 0.05 68.51± 1.22 82.31± 0.03

Hom‑ SNN 81.56± 0.34 85.68± 0.91 81.58± 0.30 12.48± 0.83 64.38± 2.25 78.46± 1.09
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AUC-ROC, AUC-PR, and MCC, respectively. This supports our assumption that 
DrugRep-KG cannot completely overcome the gap between the latent spaces and that 
applying HeSiaNet based on a heterogeneous network is the correct approach.

Case study

The emergence of COVID-19 in late 2019, coupled with the urgent need for effec-
tive medications, has underscored the importance of drug repositioning. According 
to the World Health Organization (WHO), as of May 24th, 2023, the global confirmed 
cases of COVID-19 have surpassed over 699 million, with a staggering death toll of 6 
million [56]. In the initial stages of the pandemic, healthcare professionals were com-
pelled to rely on existing medications to manage the virus while awaiting the develop-
ment of novel treatments. Consequently, extensive research has been conducted to 
explore the application of drug repositioning techniques to combat COVID-19. This 
strategy involves repurposing approved drugs for other diseases to address the novel 
coronavirus. Thus, the objective of this section is to identify effective treatments for 
COVID-19. In this context, we evaluate the performance of DrugRep-HeSiaGraph in 
identifying potential therapeutic options for COVID-19 as a new disease scenario to 
check the generalization power of the model.

In the subsequent analysis, we assess the efficacy of the proposed model in three 
distinct aspects:

• Assessment of potential treatments The proposed model’s ability to find appropriate 
treatments for COVID-19 is assessed by using the suggested potential treatments of 
the DrugBank database,

• Assessment of model’s suggested drugs The top 10 suggested drugs of the proposed 
model for the treatment of COVID-19 are examined using literature searches,

• Assessment of DPP-4 inhibitors The performance of dipeptidyl peptidase 4 (DPP-4) 
inhibitors as prospective drug candidates for COVID-19, which model predicts a 
high probability for the therapeutic association between these and COVID-19, are 
examined. This investigation is rooted in the hypothesis that DPP-4 could serve as a 
primary receptor for the SARS-CoV-2 virus. By utilizing the DrugRep-HeSiaGraph 
model, we examine the effectiveness of DPP-4 inhibitors in combating COVID-19, 
shedding light on their potential therapeutic value in mitigating viral infection.

Table 7 The probability of association between COVID‑19 and drugs in DrugBank

Drug name DrugRep‑HeSiaGraph probability (%) DrugRep‑KG 
probability (%)

Dexamethasone (DB01234) 97.79 92.50

Methylprednisolone (DB00959) 97.61 90.80

Chloroquine (DB000608) 96.57 87.50

Colchicine (DB01394) 96.77 87.00

Azithromycin (DB00207) 90.87 73.70

Ibuprofen (DB01050) 86.19 62.30

Fingolimod (DB08868) 94.41 62.21
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Assessment of potential treatment for COVID‑19

Our investigation utilizes the DrugBank database [35], which includes a COVID-19 
section dedicated to information on 74 experimental and unapproved treatments for 
COVID-19. The set of drugs we’ve selected (ϕ) includes seven medications that Drug-
Bank has suggested [35]: dexamethasone (DB01234), methylprednisolone (DB00959), 
chloroquine (DB00608), colchicine (DB01394), azithromycin (DB00207), ibuprofen 
(DB01050), and fingolimod (DB08868). It is important to note that the therapeutic 
association between these drugs and COVID-19, the targeted disease, has not received 
official approval. Nevertheless, our model successfully predicts the potential efficacy of 
these drugs against COVID-19. The corresponding probability of associations between 
COVID-19 and the aforementioned drugs is detailed in Table 7. These findings suggest 
that DrugRep-HeSiaGraph holds promise as a valuable tool for identifying potential 
treatments to combat COVID-19 by repurposing existing drugs.

Assessment the model’s suggested drugs for COVID‑19

In order to showcase the effectiveness of the model in dealing with real-life problems 
and to assess the reliability of suggested associations, we train the DrugRep-HeSiaGraph 
using all associations in the dataset. It is important to note that there is no therapeuti-
cal association between COVID-19 and the drugs. We then feed the pairs of COVID-19 
and all drugs in the drug set to the model to predict their associations. Since the model 
assigns a probability score to each association, the pairs are sorted based on decreasing 
probability, and the top 10 drugs suggested by the model are listed in Table 8. Further-
more, we compare the model’s performance to that of DrugRep-KG and DisDrugPred, 
repeating the experiment with these models. The results of all three of them are pro-
vided in Table 8 for evaluation purposes.

According to this table, of the first 10 suggested drugs, nine are evidenced in other 
studies. Moreover, although DrugRep-KG also has similar predictions, the probability 
of these associations is estimated to be lower than our model. DisDrugPred predicts 4 of 
these 10 associations, which shows the poor performance of this model in finding poten-
tial treatments for novel diseases.

Table 8 The Top 10 drug suggestions of DrugRep‑HeSiaGraph against COVID‑19, and the 
DrugRep‑KG and DisDrugPred predictions

Drug name DrugRep‑ 
HeSiaGraph

DrugRep‑KG DisDrugPred Evidence

Fusidic acid (DB02703) 96.47 85.89 56.12 [57]

Fluocinonide (DB01047) 96.42 93.12 48.76 [58, 59]

Alclometasone (DB00240) 96.37 94.23 49.66 [60, 61]

Erythromycin (DB00199) 96.35 74.55 59.14 [62, 63]

Spironolactone (DB00421) 96.33 91.67 39.33 [64, 65]

Prednisolone (DB00860) 96.31 86.31 68.74 [66]

Ergocalciferol (DB00153) 96.29 90.12 22.46 [67, 68]

Medrysone (DB00253) 96.29 89.34 70.12 [69]

Fludrocortisone (DB00687) 96.29 91.76 45.45 [70, 71]

Flurandrenolide (DB00846) 96.27 90.38 34.65 –
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Assessment of DPP‑4 inhibitors for COVID‑19

In the continuation of the previous section and investigating more potential treat-
ments for COVID-19, we find an association with high probability between gliptins and 
COVID-19 as a diabetic medicines. Diabetes mellitus encompasses a range of metabolic 
disorders that result in chronically elevated blood sugar levels due to issues related to 
insulin secretion, insulin action, or both [72]. The effects of different drug types used 
to treat diabetes on the outcomes of individuals infected with COVID-19 have been a 
subject of debate. Researchers have specifically focused on investigating the potential of 
dipeptidyl peptidase 4 (DPP-4) inhibitors [73], as emerging evidence suggests that the 
DPP-4 enzyme may play a role in the development of COVID-19 disease [74].

The DPP-4 enzyme plays a crucial role in regulating glucose levels by increasing insu-
lin secretion and reducing glucagon secretion [75]. Moreover, DPP-4 is known as the 
main receptor for the Middle East respiratory syndrome coronavirus (MERS-CoV) [76]. 
Therefore, according to studies there is a chance, that the spike glycoprotein of SARS-
CoV-2 can also bind with DPP-4 [77, 78]. In this section, our objective is to explore the 
potential of DPP-4 enzyme as the receptor of SARS-CoV-2 through molecular docking, 
and the role of DPP-4 inhibitors in treatment of COVID-19.

To assess how SARS-CoV-2 spike protein and DPP-4 interact, the 3D structures of 
these proteins are obtained from the Protein Data Bank [79]. Specifically, the recep-
tor-binding domain of the spike protein and DPP-4 are extracted from two complexes: 
the SARS-CoV-2 spike receptor-binding domain bound with Angiotensin-converting 
enzyme 2 (ACE2) protein (PDB ID: 6M0J), and the MERS-CoV spike receptor-binding 
domain complexed with DPP4 (PDB ID: 4L72), respectively. The Reduce program [80] 
is utilized to add hydrogen atoms to the 3D structures. Then, the SARS-CoV-2 spike 
protein and DPP-4 are docked using the HADDOCK 2.4 web server [81, 82] which 

Fig. 9 The complex structure of DPP‑4 in interaction with the SARS‑CoV‑2 spike protein binding domain
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employs an information-driven flexible docking approach. The active residues are deter-
mined based on the PDB complex structures, while default values are used for other 
HADDOCK settings. The top cluster of HADDOCK results contains the most reliable 
conformations according to the averaged HADDOCK scores which are calculated by 
combining various energies and buried surface area into a linear combination. Figure 9 
displays the binding site residues and optimal complex structure of SARS-CoV-2 spike 
protein with DPP-4, selected from the top cluster of HADDOCK results with a HAD-
DOCK score of -125.5 ± 2.1. Moreover, VMD 1.9.3 [83] is used to show the complex 
structure and performs binding site analysis. The HADDOCK score and complex struc-
ture confirm the role of DPP-4 as a receptor for the SARS-CoV-2 spike protein.

DPP-4 inhibitors (DPP-4Is), also known as gliptins, are a class of medications used to 
treat type 2 diabetes. It is shown that gliptins may have a potential role in decreasing 
the severity of a SARS-CoV-2 infection [84] and also in counteracting the impact of the 
virus. Moreover, DPP-4Is have been found to suppress T cell proliferation, leading to a 
decrease in the production of pro-inflammatory cytokines. As a result, the occurrence 
of a cytokine storm may be reduced. This effect has been observed in studies where 
patients taking DPP-4Is have exhibited a 30% lower incidence of autoimmune diseases 
[85].

The most well-known approved gliptins include sitagliptin (DB01261), vildagliptin 
(DB04876), linagliptin (DB08882), saxagliptin (DB06335), and alogliptin (DB06203). 
These drugs are also part of our applied drug set ( ϕ ). These drugs have demonstrated 
they have the potential to treat COVID-19.

DPP-4Is can be effective TLR4 antagonists for COVID-19 patients who experience 
a cytokine storm, as DPP-4 is expressed in immune cells that contribute to COVID-
19 immunopathology [86]. Research has shown that alogliptin can effectively inhibit 
TLR4-mediated ERK activation and MMP-1 expression by monocytes [87]. Con-
versely, sitagliptin has been identified as a TLR4 activation inhibitor, which may be 
beneficial in reducing the interaction between SARS-CoV-2 and TLR4, leading to 

Fig. 10 An overview of DPP‑4 inhibitors
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decreased inflammation. Sitagliptin has the ability to selectively reduce proinflam-
matory cytokine levels in COVID-19 patients by blocking NF-κB signaling [88]. 
Furthermore, sitagliptin, alogliptin, vildagliptin, saxagliptin, and linagliptin have all 
demonstrated potential in mitigating the immunopathogenesis, cytokine storm, and 
organ damage that result from SARS-CoV-2 infection [89].

DPP-4Is also have anti-inflammatory properties, which could be useful for miti-
gating post-COVID cardiac inflammation and heart failure. Notably, cardiac hyper-
inflammation is a significant cause of death in COVID-19 patients, with TLR4 and 
NLRP3 activation identified as major immunopathological hallmarks. Blockage of the 
NLRP3/ASC inflammasome is a known mechanism used by linagliptin to improve 
heart inflammation and dysfunction [90]. Additionally, linagliptin has been shown to 
inhibit TLR4 activation, which suggests that it may also have the potential to reduce 
cardiac inflammation in COVID-19 patients [91]. In addition, hypertension is a fre-
quently occurring comorbidity in COVID-19 patients, and studies have shown that 
saxagliptin, vildagliptin, and sitagliptin have the potential to reduce both systolic and 
diastolic blood pressure. This effect may be beneficial in managing the blood pres-
sure of COVID-19 patients and lowering the risk of ICU admission, heart failure, 
and mortality [92]. Figure 10 provides an overview of the molecular targets of vari-
ous DPP-4 inhibitors that can help alleviate the immunopathological effects of SARS-
CoV-2. These targets are linked to TLR4 and the associated signaling pathways.

So, DPP-4 can interact with the SARS-CoV-2 spike glycoprotein and exacerbate 
inflammatory conditions in various organs, leading to fatal consequences. Repurpos-
ing DPP-4Is for treating SARS-CoV-2 infection may prevent inflammation by inhibiting 
DPP-4 or TLR4 activation. In addition, DPP-4Is can improve diabetogenic conditions 
and reduce blood pressure, which are common comorbidities in COVID-19 patients. 
These factors make DPP-4Is a promising treatment option for COVID-19, particularly 
in diabetic patients.

Table 9 presents the probabilities of an association between DPP-4Is and COVID-19, 
as predicted by DrugRep-HeSiaGraph. These probabilities provide further evidence that 
DPP-4Is may be effective in the treatment of COVID-19.

According to conducted experiments, the DrugRep-HeSiaGraph can effectively be uti-
lized in suggesting treatments for new diseases.

Table 9 The predictions of DrugRep‑HeSiaGraph in identifying the association between DPP‑4Is 
and COVID‑19

Drug name Model prediction (%)

Sitagliptin 70.25

Vildagliptin 92.29

Linagliptin 89.60

Saxagliptin 91.17

Alogliptin 93.30
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Conclusion
In conclusion, this paper introduced the DrugRep-HeSiaGraph method, which improved 
the performance of DrugRep-KsG as a baseline model. It extended the DDKG by defin-
ing a new intra- and inter- relationships between drugs and diseases features. Addition-
ally, the DrugRep-HeSiaGraph model suggested using a heterogeneous siamese neural 
network for enriching the embedding of drugs and diseases as well as making an accu-
rate prediction for potential drug-disease associations. Moreover, this study highlighted 
the importance of repurposing existing medications for the treatment of COVID-19 and 
the potential benefits of DPP-4Is like Saxagliptin. However, further clinical trials are 
necessary to confirm its effectiveness and safety in treating COVID-19. It is important to 
note that drug repurposing studies should always be conducted within a rigorous scien-
tific framework to ensure the safety and efficacy of any proposed treatments.

However, we aim to improve the model by exploring new representations instead of 
the current knowledge graph embedding techniques. It is important to note that the cur-
rent knowledge graph embedding model is dependent on the trained entities and may 
not be generalized to predict new diseases or drugs. We believe that future research 
in this area will lead to even more effective drug repositioning strategies, ultimately 
improving patient outcomes.
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