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Abstract

Background: Population levels of microbial phylotypes can be examined using a hybridization-based method that
utilizes a small set of computationally-designed DNA probes targeted to a gene common to all. Our previous
algorithm attempts to select a set of probes such that each training sequence manifests a unique theoretical
hybridization pattern (a binary fingerprint) to a probe set. It does so without taking into account similarity between
training gene sequences or their putative taxonomic classifications, however. We present an improved algorithm
for probe set selection that utilizes the available taxonomic information of training gene sequences and attempts
to choose probes such that the resultant binary fingerprints cluster into real taxonomic groups.

Results: Gene sequences manifesting identical fingerprints with probes chosen by the new algorithm are more
likely to be from the same taxonomic group than probes chosen by the previous algorithm. In cases where they
are from different taxonomic groups, underlying DNA sequences of identical fingerprints are more similar to each
other in probe sets made with the new versus the previous algorithm. Complete removal of large taxonomic
groups from training data does not greatly decrease the ability of probe sets to distinguish those groups.

Conclusions: Probe sets made from the new algorithm create fingerprints that more reliably cluster into
biologically meaningful groups. The method can readily distinguish microbial phylotypes that were excluded from
the training sequences, suggesting novel microbes can also be detected.

Background

Microbes often exist in complex and dynamic commu-
nities that can have profound effects on the environ-
ments or hosts in which they live. Studies of microbial
communities often begin with an assessment of which
microbial taxa are present and in what numbers. These
include studies that are primarily descriptive in nature
or those seeking to make observations of broad trends
or patterns in the taxonomic makeup of microbial com-
munities in various niches [1-4].

Many methods currently exist to study microbial com-
munities. These methods range from inexpensive,
coarse-grained tools such as denaturing gradient gel
electrophoresis (DGGE) [5] and terminal restriction
fragment length polymorphism (T-RFLP) [6], to the
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significantly more expensive but more taxonomically
accurate “gold-standard” of sequencing full-length 16S
rRNA genes [7].

The coarse-grained methods are useful for examining
changes in the predominant members of microbial com-
munities from sample to sample, but the coverage is
inadequate for some types of studies. For example, ana-
lysis of a community containing one million bacteria
with T-RFLP might be depicted by a banding-pattern
containing only 40 bands. Sequencing full-length 16S
rRNA genes (~1550 bp) provides the highest available
taxonomic resolution when an accurate “snapshot” of a
microbial community is required. However, although
costs are dropping, multi-sample longitudinal studies
that employ full-length sequencing are still too expen-
sive for many labs. High-throughput sequencing of por-
tions of 16S rRNA genes currently provides the best
compromise between accuracy and throughput, but due
to the short read-lengths (~150-450 bp) these are
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limited to elucidating the population densities of a
microbial community confidently only at the order taxo-
nomic level and some confidence at the genus level, but
very little confidence at the species level [3,4]. Moreover,
because of this limitation, follow on studies where one
endeavors to track population densities of specific bac-
terial species are often impossible.

This study focuses on improving an alternative
method for analyzing population changes in microbial
communities, termed oligonucleotide fingerprinting of
ribosomal rRNA genes (OFRG) [8-10], which may be
useful for studies requiring the analysis of many samples
at higher taxonomic resolution than current high-
throughput sequencing methods provide. To estimate
the proportions of putative microbial phylotypes present
in an environment, the OFRG method uses a set of 40
computer-designed 10-mer DNA probes, chosen from a
set of training sequences, to hybridize against an array
of sample-derived microbial rRNA gene clones [11]. The
hybridization affinity of each probe/clone combination
can be quantified and transformed into a 40-digit binary
“fingerprint” for each clone. These experimentally-
derived fingerprints can be clustered based on their
similarity to the fingerprints of other clones in the array.
Because similar fingerprints arise from similar rRNA
genes and contain many thousands of clones, these clus-
ters provide an estimate of the relative proportions of
the various microbial taxa present in an environment.

Many computational methods exist to create microar-
ray probe sets for conserved functional genes for micro-
bial community analysis. These include such methods as
Hierarchical Probe Design, PhylArray, HiSpOD, and
CaSSiS [12-15]. These methods seek to design probes
that are group- and/or sequence-specific. PhylArray also
designs degenerate and non-degenerate probes to
within-group polymorphisms in an effort to detect
unknown bacteria in those groups. Once designed,
probes can be affixed to a suitable microarray platform
for later use.

These methods are unsuitable for our purposes
because the OFRG method employs a fundamentally dif-
ferent strategy for discerning microbial assemblages than
most microarrays. Rather than designing and affixing
many hundreds or thousands of probes to an array,
OFRG affixes the target genes to the array and sequen-
tially hybridizes a small set of probes to it. Due to the
nature of this paradigm, and the small size of probes
(10-mers), it is neither necessary nor possible to find
group-specific probes. Rather, the probes work together
to distinguish taxonomic groups.

Choosing an optimal set of OFRG probes is challen-
ging. We limit our laboratory experiments to 40 probes,
as this provides a balance between technical constraints
and the information each additional probe can provide.
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Therefore, the probes must be chosen carefully to maxi-
mize their utility. Previous work to create a probe set
for OFRG built upon the work of Drmanac and Meier-
Ewert [16-18] which investigated strategies to screen
c¢DNA and BAC clone libraries with carefully chosen
sets of probes. This concept was adapted to microbial
community analysis by Borneman et al. [11] that used
available 16S rRNA gene sequences as training data. A
successful hybridization event of any probe to any gene
is predicted during probe set design if the complete
sequence of a probe is a substring of the gene’s
sequence. The formulation for probe set selection in
[11] most pertinent to this work is termed the Maxi-
mum Distinguishing Probe Set (MDPS); to improve the
ability of a probe set to distinguish bacterial phylotypes,
we have modified the objective function employed by its
simulated annealing algorithm to incorporate phyloge-
netic information.

As the name implies, the original MDPS attempts to
create a probe set that produces a distinct binary finger-
print for all training sequences - maximizing the ability
of the probe set to distinguish all sequences. Neither
sequence similarity nor taxonomy is taken into account,
however. Although the MDPS has been used success-
fully in several studies [8-10,19-22], the limitation of the
MDPS from a biological perspective is that it considers
all undistinguished clones (those having the same finger-
print) equally undesirable. By chance, fingerprints from
similar DNA sequences do tend be similar or identical
to each other, and fingerprints coming from dissimilar
DNA sequences tend to be dissimilar to each other -
but this is not always the case. More specifically, very
divergent sequences having the same fingerprint are
considered no worse than very similar sequences having
the same fingerprint.

In the present study, we address this shortcoming of
the MDPS with a new formulation for probe set selec-
tion termed the Maximum Fidelity Probe Set (MEPS)
and a new processing pipeline for preparing the training
data used by the MFPS.

Methods

The new probe set selection method involves a change
to the cost function within the simulated annealing
algorithm used by Borneman et al. [11]. In addition, a
processing pipeline was developed to prepare the train-
ing data. Within the simulated annealing algorithm, the
MEPS is used to score each transient probe set using
multiple penalty levels corresponding to the taxonomic
levels of the training sequences. Recall that none of the
probes are selected based on their specificity to or
against any taxonomic groups. Rather, probe sets are
evaluated as a unit. After many iterations of (random)
probe substitution/probe set evaluation, a final probe set
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is output. Below we describe the new pipeline and cost
function, highlighting the elements contributing to
improved performance.

Data Processing Pipeline

The processing pipeline prepares the training data for
the cost functions to operate on. The three most impor-
tant differences between the new and original processing
pipelines are that in the new pipeline the sequences, i)
have their hypervariable regions removed, ii) are clus-
tered into species-like operational taxonomic units
(OTUs) and, iii) are labeled with their OTU and higher-
level taxonomic information.

Figures 1A and 1B show the new and original proces-
sing pipelines, respectively. The “original pipeline” was
originally performed manually, step-by-step, with various
software tools, as shown in Figure 1A. We automated it
here in its essential aspects to facilitate comparisons to
the new pipeline. The automated pipelines start with
downloading pre-aligned rRNA gene sequences from
the Ribosomal Database Project (RDP) on a per-genus
basis. However, the new processing pipeline utilizes a
“mask” sequence, supplied by RDP in each downloaded
alignment file, that denotes the location of hypervariable
regions within the alignment (see first shaded box, Fig-
ure 1B); these are used in combination to remove the
hypervariable regions in the sequences, as any probes
designed to bind in those regions would hybridize to
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Figure 1 Diagrams of the new and original processing
pipelines. Shown are the A) original processing pipeline and B)
new processing pipeline for training sequences. The four main
differences (shaded boxes) in the new are 1) sequences have their
hypervariable regions removed, 2) distance matrices allow 3)
grouping (< = 1% sequence difference) into Operational Taxonomic
Units (OTUs), and 4) sequences are labelled with their taxonomic
designations, as supplied by the Ribosomal Database Project (RDP).
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only a few taxonomic groups and thus provide little to
no help in distinguishing most other taxonomic groups.

The pre-aligned sequences also simplify the creation
of distance matrices used to create OTUs, and the task
of truncating the ends of the sequences. It is useful to
truncate the ends to create more consistent training
data, as their lengths can vary due to the presence of
partial gene sequences stored in the RDP database. To
do so, we truncated ten nucleotide positions “inward” of
the locations of two highly conserved primer regions (27
F - AGAGTTTGATCMTGGCTCAG and 1392R -
ACGGGCGGTGTGTRC) that we use in the lab, thus
leaving only the portions of the 16S rRNA gene
intended as the target for probes. For both pipelines, a
sequence was considered too short and rejected if there
was an end gap in the alignment after truncation and
the truncated section from that end contained only
gaps. No attempt was made to discover or correct for
sequence errors in canonical bases. However, sequences
with ambiguous bases, and duplicate sequences, were
removed.

Per genus distance matrices are created from the
aligned sequences. Per genus OTUs are then created
from the distance matrices using the program
MOTHUR [23] (second and third shaded boxes, Figure
1B). All OTUs were made with a minimum sequence
similarity of 99%. The OTU, genus and phylum infor-
mation was then concatenated to the corresponding
DNA sequences.

Both processing pipelines then create a probe matrix
from the training sequences. The matrices are com-
prised of a list of candidate probes (rows) and their
putative binding ability to each of the training
sequences (columns), and include the taxonomic infor-
mation of each sequence (last shaded box, Figure 1B).
Making a matrix once and saving it allows the cost
functions to operate more efficiently. Constructing the
probe matrix begins by creating a list of all 10-mers
that occur at least once in the training sequences. This
list can grow to over 750, 000 probes, depending on
the size of the data set, and must be reduced due to
practical considerations of computational time and
memory limitations. The size reduction was accom-
plished by a filtering step to keep only 1000 of the
most highly conserved probes (based on how many
OTUs a probe is found in). For each probe/sequence
combination in the probes matrix, a 1 or 0 denotes
whether the probe sequence was found in or not
found in the training sequence, respectively. Taxo-
nomic data are converted to numbers and added to
the probes matrix so it is accessible to the MFPS. Our
implementation of the original MDPS uses the same
matrix for probe and binding information but the
taxonomic information is ignored.
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To compare the two pipelines, we made training
sequences and probe matrices with both. The training
data from the original pipeline differs from the new in
that the hypervariable regions were not removed from
the sequences prior to making the probe matrix, and
the list of candidate probes in the two matrices are not
identical because of this. To examine just the pipeline’s
effect on probe sets, apart from any added benefit of
using taxonomic information, we employed only the ori-
ginal MDPS algorithm, making probe sets of sizes 20,
30, 40, 60 and 80 probes per probe set.

Note that this comparison of the two pipelines is the
only experiment where probe sets were made from the
automated original pipeline. All other experiments used
probe sets made from the new pipeline.

Maximum Fidelity Probe Set (MFPS)

By employing a heuristic strategy, the MEPS scores each
transient probe set using multi-level penalties corre-
sponding to the taxonomic levels of the training
sequences. By doing so, it addresses the main weakness
of the cost function in the MDPS, which attempts to
choose a probe set that creates a distinct binary finger-
print for each training sequence without regard to
sequence similarity or taxonomy.

To adequately explain the MFPS, we first define sev-
eral terms. A simulated fingerprint is a binary vector of
k digits representing the putative hybridization pattern
of k DNA probes on a DNA sequence of interest. For
our purposes, the sequences we are interested in are
bacterial 16S rRNA genes and the DNA probes are 10
bases long. If the sequence of a probe occurs exactly in
the sequence of a gene, we assume it would hybridize to
the gene in a real hybridization experiment, and if it
does not occur exactly we assume it would not hybri-
dize. Therefore, we place a 1 or 0 into each of the k
characters of the simulated fingerprint of a gene
sequence to denote a putatively successful or unsuccess-
ful hybridization event for each of the k probes of a
probe set.

A distinct fingerprint is simply a single representative
of a group of identical simulated fingerprints produced
by a probe set P in a set of sequences S. It is useful in
determining a probe set’s quality score - its fidelity.

The fidelity of a probe set is determined from the
fidelity of the distinct fingerprints it produces. It is used
to gauge the quality of a probe set and is explained as
follows. If a distinct fingerprint f is produced by probe
set P on one or more sequences in taxonomic group y
in a set of sequences S, and f is not produced in any
other taxonomic group at the same level as 7, then f'is
said to have high fidelity - a desirable trait. Conversely,
if fingerprint f is produced on one or more sequences
outside of taxonomic group ¥ in S, then fis said to have

Page 4 of 13

low fidelity. Additionally, the more groups outside of y
where fingerprint fis produced, the lower its fidelity is
said to be.

Note that fidelity is always associated with a taxo-
nomic level. For instance, a distinct fingerprint f may
have low fidelity at the OTU level (if it occurs in the
sequences of two or more OTUs) yet have high fidelity
at the genus level (if it occurs in the sequences of only
one genus). The aim of the MFPS is to select a set of
probes that together produce high-fidelity distinct fin-
gerprints at the taxonomic level(s) desired. If this can be
achieved, distinct fingerprints arise within biologically
meaningful taxonomic groupings and can be used as
proxies for them. To that end, probe sets are evaluated
in the MFPS by the cost function,

1 N 3
c=, 3 Pvig(vis — 1)

f=1 =1

where C is the total cost, N is the number of distinct fin-
gerprints produced by the probe set on the training
sequences, i is one of three taxonomic levels (we used
OTU, genus and phyla but others could be used), fis an
individual distinct fingerprint, ¥; ris the number of taxo-
nomic groups where f occurs at taxonomic level i, and P;
is the penalty (for low-fidelity fingerprints) at taxonomic
level i. Note that if a distinct fingerprint is found in only
one taxonomic group (¥; s= 1) then no penalty will accrue
to the probe set from that fingerprint. This cost function
of our MFPS replaces the cost function in the simulated
annealing algorithm used by Borneman et al. [11].

Note that the cost function allows one to vary the
penalty level for up to three taxonomic levels simulta-
neously. Experiments to find optimal penalty settings
were conducted by systematically varying them and
comparing the results. These experiments were con-
ducted with probe sets containing 20, 30, 40, 60 and 80
probes. For each experiment, at each penalty level and
probe set size, one hundred probe sets were created
using the MFPS and MDPS cost functions.

When cross-validation was performed, we used a var-
iation of 5-fold cross-validation. Instead of the tradi-
tional 80% training/20% validation, we chose to use a
20% training/100% validation strategy. Due to the nature
of one of our evaluation metrics, this strategy allowed
us to better compare the results of other tests where we
used 100% of the training data to make and evaluate
probe sets. The 20%/100% also provides a more strin-
gent test of probe set design than 80%/20%. All cross-
validation data shown are an average of 5-fold results.

Evaluation Metrics
Two evaluation metrics are used to compare the two
pipelines and cost functions. The first metric is termed
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the High Fidelity Ratio (HFR), which is the ratio of dis-
tinct high-fidelity fingerprints produced by probe set P
(on validation data) and the total number of distinct fin-
gerprints produced by P on the same data. In essence,
the HER is a measure of how closely the simulated fin-
gerprints arising from a probe set on the sequences are
representing real OTUs and genera. Importantly, the
HFR metric is comparable across probe sets; because
the raw scores of the cost functions are dependent upon
the penalty levels chosen, as well as the number of
probes in a probe set, they cannot be used to compare
probe sets made with different penalty levels or different
numbers of probes. Note that a probe set can have one
HER for each taxonomic level evaluated. In our experi-
ments, we examine OTU and genus HFRs only, as phyla
HFR automatically improves when lower-level fidelity
improves.

The second evaluation metric we used was the average
pairwise sequence distance of each low-fidelity distinct
fingerprint in a probe set. Rather than a single number,
this metric is shown as a line graph and was constructed
as follows. For each low-fidelity distinct fingerprint f in
probe set P, we take all sequences having f and compute
their average pairwise sequence distance. Bin each aver-
age into bin sizes of 1% difference. Continue this for as
many probe sets as were made for the experiment
(usually 100) and graph the overall averages for each
bin. Note that it is not necessary to examine the high-
fidelity distinct fingerprints in this way as they cannot,
by definition, exceed the OTU cutoff threshold of 1%
sequence difference.

Both new and original processing pipeline scripts were
written in Perl. The probe set selection software was
written in C. All software is open source and is available
for download at https://github.com/ofrg/OFRG-Probe-
Set-Design. Sequences and taxonomic information were
downloaded from the Ribosomal Database Project
(Release 10, Update 14) [24].

Effect of Sequencing Read Length on Taxonomic
Resolution

We performed an analysis to explore the effect of
sequencing read lengths of 16S rRNA genes that would
be necessary to discriminate sequences at the genus
level using the latest RDP Classifier (RDPC) [25] version
2.3, downloaded from SourceForge. Simulated reads, of
lengths 200 bp up to 1400 bp (in 200 bp increments),
were extracted from (already classified) full-length RDP
16S rRNA gene sequences, beginning from several uni-
versal bacterial primer sites. Sequences used met the
same quality requirements of our data processing pipe-
line described above (i.e., they must be of sufficient
length and not contain ambiguous bases). For each read
length and primer start point, 40, 000 reads were
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selected randomly and processed through the RDPC,
which classifies the reads and calculates a confidence
score for each taxonomic level it assigns. To assess a
simulated read’s classification accuracy, we considered it
correctly classified if its classification matched the classi-
fication of the full-length sequence from which it came,
regardless of the confidence level calculated by RDPC.

A Practical Consideration for Wet Lab Hybridizations

In the event the hybridization behavior of one or more
probes is deemed to be unsatisfactory in laboratory con-
ditions, they can be replaced; the program is capable of
retaining or avoiding specific probes when making a
probe set. In our experiments, only one of 40 probes
performed poorly due to high background values.

Results and Discussion

Comparison of Data Processing Pipelines

We compared the new and original processing pipelines
using the High Fidelity Ratio (HFR) metric and the
Maximum Distinguishing Probe Set (MDPS) of Borne-
man et al. [11]; the MDPS does not use taxonomic
information so any differences in the results can be
attributed solely to the pipelines.

The new processing pipeline shows an improved
OTU HER over the original pipeline in probe sets ran-
ging in size from 20 - 80 probes (Figure 2A). The
improvement is approximately the same across the
range of probe set sizes. The poorer performance of
the original pipeline is most likely due to the increased
number of OTUs created by it, as having more OTUs
will tend to lower the odds of successfully distinguish-
ing them. There were 203, 218 sequences distributed
in 34, 701 OTUs using the new pipeline and 216, 414
sequences distributed in 52, 983 OTUs with the origi-
nal. The difference in the number of sequences in the
pipelines arises when removing duplicates; hypervari-
able regions are not removed in the original pipeline,
which increases the odds a that sequence will be
unique by at least one base. The average OTU sizes
for the new and original pipelines are 5.86 and 4.08
sequences, respectively. The increased numbers of
OTUs, in turn, is due to both the greater number of
sequences allowed into the training set by the original
pipeline and the presence of the hypervariable regions,
which often makes the average pairwise sequence dis-
tances greater and thus leads to more and smaller
OTUs. The genus-level HFRs were very similar to each
other, however, with a slightly better score seen in the
original pipeline with probe sets of size 30 and 40 (Fig-
ure 2B). The high overall similarity of HFR scores at
the genus level is reflective of the fact that the number
of genera represented in the data from both pipelines
is the same; genus designations are made by the RDP
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database, unlike OTU designations that are made by
the processing pipelines. The slightly better genus-level
HEFR in the original pipeline is thus either due to the
presence of hypervariable regions or the increased
numbers of training sequences per genus.

Regarding the hypervariable regions, the rationale for
removing them in the new pipeline is that candidate
probes arising from these areas may target only a nar-
row range of taxa and may thus be less informative
than more conserved probes - yet they may be com-
mon enough in the training data (where some taxa
may be overrepresented) to be chosen for a final probe
set. By removing the hypervariable regions, the average
pairwise sequence similarities will tend to increase - a
situation that can lead to the creation of larger and
fewer OTUs for any given similarity threshold. There-
fore, we set the inclusion threshold for OTUs to 99%
sequence similarity, which serves as a relatively conser-
vative target and benchmark for creating and evaluat-
ing probe sets.

The new pipeline’s contribution to better probe sets
is supportive and indirect. It enriches the pool of
more informative candidate probes and attaches the
taxonomic information of the sequences for the MFPS
cost function to operate on. In addition, the new pipe-
line facilitates updating an OFRG probe set with the
latest sequence information. With relatively minor
modifications, the pipeline could be adapted for use
on ribosomal (or other) genes of different
microorganisms.

Optimizing Penalty Levels of the MFPS Cost Function
Our primary goal was to create a probe set with the
highest possible OTU fidelity, as this maximizes the
number of fingerprints that represent real OTUs. A sec-
ondary goal was to minimize low fidelity fingerprints at
the phylum level, as these represent the worst cases. A
tertiary goal was to improve the behavior of low fidelity
fingerprints by minimizing the average pairwise
sequence distance metric.

The new cost function of the MFPS is capable of
employing up to three penalty settings corresponding to
three levels of taxonomic information supplied in the
training data (we used OTU, genus and phylum). As
mentioned previously, we found that using a phylum
penalty was unnecessary to achieve our secondary goal
of improving phylum HFR, so it was always set to zero
when making probe sets for the MFPS; phylum HFR
rose to nearly 100% when OTU fidelity was optimized.

With the OTU penalty set to 1, Figure 3 shows how
the HFR metric is affected as the genus penalty
increases relative to the OTU penalty. In each panel (A
and B) two results are shown. The blue lines show the
average HFR scores of 100, 5x cross-validation probe
sets per point, and the red lines show the average scores
of 100 probe sets per point but using 100% of the data
for training and validation.

Notice in Figure 3A that there is a slight increase in
the OTU HER before beginning a downward trend. This
effect is seen in both 100% and 20% cross-validation
(CV) probe sets, with the 20% cross-validation reaching
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a maximum at a genus penalty of 10 and the 100% sets
reaching a maximum at a genus penalty of 30. Figure
3B shows how the genus HFR is affected as the genus
penalty increases. This number rises and eventually pla-
teaus, with more variation and a lower plateau seen in
the 20% cross-validation data.

An OTU penalty of 1 and a genus penalty of 30 for
the MFPS were chosen as optimal for a comparison to
the MDPS. Our rationale for choosing a genus penalty
of 30 was as follows. The initial rise in OTU fidelity
makes intuitive sense because the increasing genus pen-
alty improves the chances a distinct fingerprint will
occur in only one genus - but if more distinct finger-
prints are occurring in only one genus it becomes more
likely some will also occur in only one OTU within that
genus. However, as the genus penalty increases further
and the total penalty score for a candidate probe set
becomes dominated by any mistakes in genera classifica-
tion, the MFPS begins to sacrifice OTU fidelity for bet-
ter genus fidelity. Finally, the peak OTU fidelity occurs
at a lower genus penalty level in the smaller 20% cross-
validation data than in the 100% data set (10 and 30,
respectively), suggesting that the size and/or makeup of
the training data influences the optimal genus penalty
level.

This led us to conclude that the larger the data set the
farther to the right the OTU maximum might appear.
And, since we planned to order a set of probes for

laboratory use on environmental samples, we should
design them with a large data set in mind. Nevertheless,
choosing a genus penalty above 30 would be an
extrapolation.

The risk of overfitting may be higher when using the
full data set, but since it is impossible to predict what
bacteria a sample will contain, it is not clear how we
can know we have or have not over-fit the data. Also,
based on the severe tests of removing whole phyla (see
Effect of Removing Whole Phyla section below) and
using only 20% cross-validation data evaluated on 100%,
the solution-space appears to be broad, and good solu-
tions abundant, even if an optimal one is elusive.

Comparison of MFPS and MDPS Cost Functions

Figure 4 shows the performance of the MFPS and
MDPS cost functions, using the HFR metric, with probe
sets containing between 20 and 80 probes. We include
two versions of MFPS penalty settings to highlight the
source of improvements over the MDPS. MFPS A and B
(genus penalties of 0 and 30, respectively), show very
similar OTU HEFR scores for all probe set sizes, while
MEPS B edges out MFPS A in genus HFR. MFPS A
scores higher than the MDPS yet similarly to MFPS B
in all probe set sizes examined, suggesting that most of
the benefit in fidelity stems from the OTU penalty via
the OTU clustering strategy employed by the MEPS.
The difference between MFPS and MDPS is most
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selected probes from the 1000 most conserved probes. Error bars are the standard deviations of 100 probe sets per data point.

pronounced in probe sets of size 20 and gradually nar-
rows up to probe sets of size of 80. For OTU HFRs, the
scores at n = 80 are nearly identical, but for genus
HFRs the MEPS still shows a slightly improved perfor-
mance over the MDPS.

As a control, probe sets were created randomly from
one of two differently-sized probe matrices - either 1000
probes (the same one used to compare the cost func-
tions) or 4000 probes, and are also included in Figure 4.
The HFRs of the MFPS and MDPS are indeed higher
than both random probe sets. Interestingly, the HFRs of
random probe sets from the 4000 probe matrix were
much lower than the probe sets made from the 1000
probe matrix.

To explain this difference, recall that the random 1000
probe sets contain probes from the top 1000 most con-
served probes and the random 4000 from the top 4000.
The higher HER scores observed from the smaller probe
matrix therefore suggests these are somehow more
informative taxonomically.

Our laboratory experiments will be done with a set of
40 probes, as this is a practical maximum and provides
very high (theoretical) fidelity. Using 40 probes, genus-
level HER is over 98% and OTU-level HER is over 81%.
It is also worth noting that with 40 probes the majority
(~55%) of low-fidelity distinct fingerprints (which com-
prise less than 19% of all distinct fingerprints) occur in
only two OTUs, but within the same genus.

Average Pairwise Sequence Distances

The average pairwise sequence distances results are
shown in Figure 5. Unlike the High Fidelity Ratio, which
is a measure of the taxonomic accuracy of a probe set,
this metric focuses on the inaccuracy of a probe set’s
low-fidelity fingerprints, measuring the dissimilarity of
the underlying DNA sequences from which they arose.
Figure 5 reveals a considerable overall improvement of
the MEPS over the MDPS, as well as the effects different
penalty settings have in the MFPS. To evaluate the two
cost functions with this metric, we compared their
results using three different penalty schemes for the
MEPS.

Compared to the MDPS line, MFPS A (OTU and
genus penalties set to 1 and 0, respectively) is superior
except for having a few more sequences from 0% to
1%. The improved scores beyond 1% difference reflect
the tendency of all distinct fingerprints (high and low
fidelity) to more closely pattern real taxonomic groups;
even if they do occur in more than one OTU, they
tend to occur in more similar sequences. Likely for the
same reason, the MFPS A performs more poorly from
0% to 1%. These scores are from highly similar
sequences in different OTUs but presumably from dif-
ferent genera (otherwise they would have been grouped
into the same OTU). This phenomenon is consistent
with the fact that there was no genus-level penalty
imposed in MFPS A.
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metric focuses on how inaccurate a probe set's low-fidelity
fingerprints are. Lower scores are better. The graph was constructed
as follows. For each low-fidelity distinct fingerprint of a probe set,
the average pairwise sequence difference between its underlying
DNA sequences was determined. A count of how many fingerprints
within each binned (1% increments) average was kept. Each point
represents the average count of each bin for 100 probe sets. MFPS
A (OTU and genus penalties set to 1 and 0, respectively) is superior
to MDPS except for having a few more fingerprints from 0% to 1%;
scores in this range are from highly similar sequences but from
OTUs in different genera. MFPS B (OTU and genus penalties set to 1
and 30, respectively) shows further improvement in distances
greater than 1%, but unlike MFPS A or MDPS, has markedly fewer
low-fidelity distinct fingerprints with sequence distances from 0% to
1%. The improvement in distances greater than 1% is the same
windfall seen in HFR scores when the genus-level penalty was set
to 30 (see Figure 3). MFPS C (OTU and genus penalties set to 1 and
200, respectively) shows only a small improvement over MFPS B.
Error bars (showing upper bars only for better visibility) are standard
deviations from 100 probe sets.

MEPS B (OTU and genus penalty levels set to 1 and 30,
respectively) shows further improvement in distances
greater than 1%, but unlike MFPS A or MDPS, has mark-
edly fewer low-fidelity distinct fingerprints with distances
less than 1%. The latter is clearly an effect stemming from
the genus-level penalty imposed during probe set creation;
now, probe sets are shepherded away from these “near-
misses.” The improvement in distances greater than 1% is
the same windfall seen in HFR scores when the genus-
level penalty was set to 30 (see Figure 3A).

MFPS C (OTU and genus penalty levels set to 1 and
200, respectively) shows only a small improvement over
MEPS B, and comes at the expense of OTU fidelity (see
Figure 3A). Such a small improvement, along with the
plateauing of genus fidelity above a penalty of 150 (see
Figure 3B), suggests we are at or near the limit of n =
40 probe sets produced by the MFPS.
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Effect of Removing Whole Phyla

To examine how the fidelity of probe sets might behave
if sequences from unknown phyla are encountered,
MEPS and MDPS probe sets were made after sequen-
tially removing several of the largest phyla, each ranging
in size from approximately 10% to 33% of all training
sequences.

Evaluations of the probe sets were performed with all
phyla included. The results shown in Figure 6 indicate
that although both MFPS and MDPS are negatively
affected generally, the effect is relatively minor, and the
MEPS outperforms the MDPS.

Interestingly, OTU HFRs went up in the MFPS and
MDPS when the phyla Proteobacteria and Actinobac-
teria were removed, respectively. When looking at the
genus HFRs for these phyla, removing Proteobacteria
does not improve in MFPS, yet HFR still improves in
the MDPS when removing Actinobacteria. It is not clear
why an increase of HFR scores would occur when
removing a phylum before making probe sets, other
than that something in these phyla are causing the algo-
rithms to become confused, perhaps trapping them in a
local minimum.

Positional Bias of Probes in MFPS and MDPS

We were curious if the probes chosen by the two cost
functions would show any positional bias on the 16S
rRNA gene sequence. Figure 7 was constructed by find-
ing the starting positions of all probes in 100 probe sets
of size 40 and plotting the frequency they occurred at
each position for both cost functions. Although probes
arising from some positions appear to be chosen by
both cost functions there are several positions that
appear to be favored by the MFPS or MDPS, sometimes
exclusively.

The regions favored by the MFPS suggest these may
tend to be more conserved within taxonomic groups,
whereas the regions favored by the MDPS may tend to be
less conserved within the same groups. Alternatively,
because probes in a probe set are chosen to work together
to provide information about the sequences, there may be
some kind of complex within-group conservation between
the regions being favored. More investigation would need
to be performed to determine if there was some underly-
ing biological significance to these patterns.

Effect of Sequencing Read Length on Taxonomic
Classification

To provide some information comparing the effect of
sequences of different read lengths and their correct
classification at the genus level, we performed a simu-
lated sequencing study. Starting with full-length 16S
rRNA gene sequences classified by the RDP Classifier,
we extracted simulated reads of various lengths (200 bp
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(9.6%). Error bars are the standard deviations of 100 probe sets.

- 1400 bp, in 200 bp increments) and classified them
with the RDP Classifier. Reads were considered correctly
classified if they were classified into the same taxonomic
group as their full-length counterparts. Figure 8 (a sum-
mary of Additional File 1) shows the average correct
classification percentages of the various read lengths

used. Read lengths above 800 bp are classified accurately
about 98% or more of the time, while accuracy drops to
a low of about 88% for 200 bp reads.

Although the results of this analysis indicate that read
lengths of ~800 bp would be necessary to obtain a result
similar to that achieved by the probe sets designed by our
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Figure 7 Positional bias of probes from MFPS and MDPS. This graph was constructed by finding the putative binding positions (on the 16S
rRNA gene) of all probes in 100 probe sets of size n = 40 probes and plotting the frequency where they occurred at each position for both
cost functions. Although probes arising from some positions appear to be chosen by both cost functions, there are several positions that appear
to be favored by the MFPS or MDPS, sometimes exclusively.
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Figure 8 Effect of Sequencing Read Length on Taxonomic
Classification. Simulated reads of various lengths (200 bp - 1400 bp)
were taken from full-length 16S rRNA gene sequences (starting from
several universal bacterial primer sites) and classified with the RDP
Classifier. Read classifications were considered correct if they
matched the taxonomic group of their full-length counterparts.
Values are averages. See Additional File 1 for detailed classification
percentages at each primer site and read length shown in this figure.

new algorithm (Figure 4B), we emphasise that OFRG and
nucleotide sequencing are very different technologies and
comparisons between them must be made carefully. OFRG’s
strengths will be advantageous for only certain types of stu-
dies, for example, when investigators endeavor to identify
specific bacteria that correlate with a functional parameter
such as disease. In this application, OFRG is used to obtain
the population densities of unidentified OTUs. If any OTUs
correlate with disease, they are deemed worthy of further
study, and OFRG provides a way to extract and sequence
their near full-length 16S rRNA genes. Obtaining these rela-
tively long sequences allows for better phylogenetic identifi-
cation and makes follow on studies such as sequence-
selective quantitative PCR more feasible [21,22].

Algorithm Performance

The 1000 probe matrix we used for most experiments is
391 MB in size. The RAM used by the probe set design
program, which requires loading the matrix into mem-
ory when creating probe sets, was 410 MB. For our
experiments, we set a parameter that causes the pro-
gram to output only the single best probe set out of ten.
Each 40 probe set produced this way takes ~2 h 40 m
on a single 2.5 GHz Intel® Xeon® E5420 CPU.

Future Directions
One future improvement in the MFPS would be to take
into account more complex interactions between the
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probe and DNA strands. It is known, for instance, that
in real hybridization experiments a probe can hybridize
with varying degrees of affinity depending on several
factors. These factors include being able to hybridize at
a detectable level even when there is a single nucleotide
mismatch between the probe and DNA, or less strongly
than expected with a perfect match because of
sequence-dependent steric effects.

Incorporating real probe hybridization behavior into
an objective function would almost certainly increase
the fidelity of probe sets produced by it. Unfortunately,
small probe hybridization behavior is not well character-
ized and it is not currently possible to accurately predict
binding affinity for all possible variations, which may
negatively affect the specificity of the method. Thus, this
remains a weakness of the current method.

However, although precise prediction of hybridization
affinity is currently impossible, we have observed that
the 10-mer probes used in our experiments do generally
follow our simple model of hybridization behavior. That
is, the case of a perfect match between a probe and
DNA strand usually produces a brighter signal (indicat-
ing higher binding affinity) than cases where one or
more mismatches are present. Importantly, though mis-
match cases can result in intermediate binding affinity,
experiments indicate these are often distinguishable
from their perfect match counterparts, and even other
types of mismatches. Accordingly, we have developed
strategies that classify these data [26]. In addition, prior
utilization of OFRG-based analyses have identified
numerous differences in phylotype population densities
that have been verified by sequence-selective qPCR ana-
lysis [21,22].

Conclusions

With its multi-level penalty scheme the MEPS improves
the quality of OFRG probe sets as measured by two bio-
logically relevant metrics: fidelity and sequence dis-
tances. By pre-clustering training sequences into
biologically meaningful groups, and then choosing probe
sets based on how closely their resultant fingerprints
represent those groups, we improve the odds that they
will. We also show that the underlying sequences of low
fidelity fingerprints are more similar to each other than
in the original MDPS.

The MEPS has potential advantages over current high-
throughput sequencing technologies in discriminating
microbes at or near the species level. Attempts have
been made to enumerate microbial phylotypes with the
relatively small sequencing reads from the 454 and Illu-
mina platforms (~450 bp and ~150 bp, respectively) by
taxonomically classifying them, but are so far only able
to do so confidently at the order level, and some confi-
dence at the genus level [3,4]. This is because the
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taxonomic information in the 16S rRNA gene is not
wholly contained in any contiguous portion of the gene
targeted by these technologies, and accurate assembly of
small reads from mixed bacterial communities into lar-
ger, single-species contigs is impossible due to the
gene’s conserved nature across species. In contrast,
OFRG probes chosen by the MFPS are not restricted to
a contiguous portion of the gene, but act in concert to
target taxonomically important regions, providing near
species-level (OTU) resolution in most cases, and
genus-level resolution in nearly all cases (81% and 98%,
respectively).

The taxonomic resolution of the method is robust;
completely removing large taxonomic groups from
training sequences had only a small negative effect on
the ability of probe sets to distinguish those groups.
These results, and the 20% cross-validation (CV) results,
strongly suggest novel microbes can be detected by the
method.

Additional material

Additional file 1: Effect of Sequencing Read Length on Taxonomic
Classification Detail. This file contains the detailed results of the
simulated read length on taxonomic classification study shown in Figure
8. Simulated reads, of lengths 200 bp up to 1400 bp (in 200 bp
increments), were extracted from (already classified) full-length RDP 165
rRNA gene sequences, beginning from several universal bacterial primer
sites. Sequences used met the same quality requirements of our data
processing pipeline (i.e., they must be of sufficient length and not
contain ambiguous bases). For each read length and primer start point,
40, 000 reads were selected randomly and processed through the RDP
Classifier (RDPC) version 2.3. We considered a read correctly classified if
its classification matched the classification of the full-length sequence
from which it came, regardless of the confidence level calculated by the
RDPC.
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