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Background
Classification and prediction are common tasks in
machine learning. For example, many studies have
attempted to predict gene expression given information,
such as DNA sequence, expression of other genes or epi-
genetic modifications. Many existing methods, such as
neural networks and support vector machines, have been

used to make these predictions. Unfortunately, these black
box techniques offer little insight into the reasoning
behind the predictions. In many cases, relatively few attri-
butes contribute to the classification accuracy. Bayesian
networks explicitly encode the relationships among attri-
butes to make predictions. In a Bayesian network, the
Markov blanket (MB) of the class variable gives all of the
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Figure 1 The implementation of Markov Blanket Feature Selection Algorithm.
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information necessary to predict its value. In this work,
we propose an algorithm to learn only the MB of the
class variable; other attributes are removed. Therefore,
our algorithm combines classification and feature selec-
tion. Results on benchmark machine learning datasets
indicate that our feature selection technique usually
reduces the size of the dataset more than 80% on some
datasets. Accuracy results suggest that the classification
ability of our algorithm is competitive with existing state
of the art techniques.

Materials and methods
In a classification problem, we are given a dataset con-
sisting of a set of attributes A and a class variable C.
Furthermore, the dataset is split into a training set Dtr

and a testing set Dte. The goal is to learn a classifier
from Dtr that correctly predicts C in Dte. In this study,
we compared the performance of our Markov Blanket
structure with other classical classifiers such as C4.5 [1]
, optimal Bayesian network [2], and Tree Augmented
Naïve Bayes Network [3] and Markov Blank Hill Climbing
[4]. Here is a general introduction for those classifiers.

Markov blanket feature selection algorithm
The intuition of this algorithm is that an attribute is
either a parent, child or spouse of C, or the attribute is
not in C’s MB. Hence we only add each attribute to the
MB according to an ordering and score for the new

network. And we do not add attributes that make the
score worse. Meanwhile, we keep the MB with the best
score among all orderings. To this end, our algorithm per-
forms feature selection and finds MB structure which has
the maximum classification ability. The return structure is
a Bayesian classifier for classification variable C. The gen-
eral idea of the algorithm is shown in the Figure 1.

Experiments
We compared our feature selection algorithm to several
state of the art classification methods on several bench-
mark datasets. All of the classification methods we
selected learn a “human readable” model. In order to
represent a wide variety of data domains, we downloaded
14 datasets from UCI machine learning repository [5]. The
data processing and the classification steps in Figure 2 was
followed a similar data procedure in [6].

Results
As shown in Figure 3 for compression ratio of these
benchmark datasets, our feature selection often achieved
quite high compression ratios by ignoring attributes
which do not help predict C. From this, we infer that
only a few attributes are necessary to predict C.
The accuracy results in Figure 4 demonstrate that,

despite compressing the data over 80% in some cases,
MB feature selection is still competitive in terms of
accuracy with state of the art methods.

Figure 2 The procedure of data processing and classification.

Figure 3 The Compression Ratio for Benchmark Datasets by Markov Blanket Feature Selection Algorithm.
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Discussion and conclusions
The compression ratio decreases as the number of vari-
ables in the dataset increases. This suggests that, even as
dataset sizes increase, only a few attributes are helpful in
predicting the class variable. The compression ratio is
unaffected by the number of records in the dataset. This
suggests that even when given many records, our algo-
rithm does not pick many attributes in an attempt to
overfit the dataset. Ignoring unimportant attributes does
not significantly affect the classification accuracy.
Despite compressing the data on average more than
70%, the classification accuracy is rarely more that 5%
below the best classifier. Identifying MB variables could
significantly reduce the cost of diagnostic lab tests by
focusing interest on only the most relevant attributes.
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Figure 4 The classification results for Benchmark Datasets by Markov Blanket Feature Selection Algorithm.
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