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system, which shows clear subordinate relations of human
body parts.

One challenge of designing the mapping system is the
diverse forms of an anatomical entities. Named enti-
ties related to body parts, organs, and their subparts are
defined as anatomical entities [4]. In this paper, we use
the phrase •anatomical related entitiesŽ to denote named
entities and their related medical terms, including prob-
lems, medical tests, and treatments. Named entities that
directly denote human body parts are considered explicit
anatomical related entities (e.g., colon). Name entities that
do not refer to but are highly related to human body parts
are defined as implicit anatomical related entities (e.g.,
colonoscopy). In our previous research [5], a Conditional
Random Fields (CRF) model was presented for anatomical
entity recognition. Entities from discharge summaries are
recognized, extracted, and labeled as explicit or implicit
entities. One limitation to this paper is that anatomical
entities are only extracted and classified into two clusters
(explicit anatomical entities and implicit anatomical enti-
ties). It cannot be applied in practice since meanings of the
extracted anatomical entities cannot be easily discerned
in the presence of various forms or abbreviations of enti-
ties. The extracted entities are of great value in clinical text
mining if they are properly organized following the struc-
ture of related body parts. Therefore, attention has been
focused on detecting and utilizing relationships between
entities extracted in the previous paper and anatomical
parts to map anatomical entities to the specific human
body parts to which they belong.

For explicit anatomical related entities, there are
dictionary-based methods (e.g., string-matching) that can
conduct mapping. However, quite a few implicit anatomi-
cal related entities cannot be mapped to certain body parts
by string-matching methods. The reason is that there is
no common substring between the entities and the body
parts. For example, the following two sentences come
from a discharge summary:
“Given this, it was advised that the patient have a
colonoscopy to rule out further bleeding”.
“The patient underwent a flex sigmoidoscopy on Friday,
11-02”.
If we use string-matching, colonoscopy which is a medical
test can be mapped to colon because of the common string
•colonŽ. However, •sigmoidoscopyŽ, which is also a medical
test related to colon, cannot be mapped to •colonŽ since
the string •sigmoidoscopyŽ does not contain the substring
•colonŽ. In Systematized Nomenclature of Medicine - Clinical
Term (SNOMED-CT) [6], several entities are mapped to
more than one terms. Therefore, although there exists
some implicit relationships in SNOMED-CT, it is diffi-
cult to distinguish the exact concept for one entity in
one certain context from more than one matched terms.
The highest results for normalizing entities from clinical

documents to SNOMED-CT in a recent competition was
0.757 [7], indicating the complexity of this task. With-
out correct matching to ontology, such relationships are
difficult to extract and utilize.

In addition to implicit anatomical related entities,
abbreviations, which are common in medical records, are
also difficult to retrieve using string-matching. Since the
abbreviations of anatomical related entities in medical
records are not always the same, it is not easy to build a
supporting dictionary to cover all medical abbreviations.
For example, •extremityŽ has abbreviations such as •extŽ,
•extremŽ, •ueŽ (upper extremity), and •leŽ (lower extrem-
ity). There are too many synonyms in medical texts which
are difficult to be recognized using limited dictionaries.

The key to solving these issues is to identify the stan-
dard form or the related anatomical part for each entity.
A named entity normalization (NEN) method is pre-
sented in this work to explore the relationships between
anatomical related entities and human body parts. The
relationships recognized by NEN can locate the original or
correlated body parts of implicit anatomical related enti-
ties and abbreviations, which makes mapping easier. In the
NEN system, extensive information results in a high level
of effectiveness [8]. Thus, an external knowledge base is
required to expand sources of information and to avoid
the limitations of dictionaries. Wikipedia, one of the most
comprehensive databases for medical informatics [9, 10],
is selected for this work. Each anatomical related entity is
first searched in Wikipedia to obtain its explanation. After
that, all human body parts appeared in the explanation of
the entity are chosen as candidates. Finally, a special scor-
ing algorithm is applied to determine which candidates are
the final normalization results that later be mapped to an
ontology.

An ontology is an information aggregation made up of
standard forms, properties, and relationships of entities
[11]. The ontology is key to eliciting available information
from a knowledge base. Naturally, the quality of the ontol-
ogy is also a factor that greatly influences the performance
of the mapping system. A common problem is identifying
the proper concept for one entity because a large amount
of string-overlap exists in these hierarchies. Established
standard vocabularies (e.g., UMLS, MeSH) are too com-
plicated for mapping or clinical work because they contain
excessively detailed human body parts. In UMLS, more
than 60,000 human body locations are placed in a group
called •Body Location or RegionŽ and no specific subsets
are constructed; UMLS is thus not very efficient in clini-
cal work because it is not well-classified. In addition, some
string overlaps among concepts may cause confusions. In
SNOMED-CT, several concepts might be detected for one
entity by string matching method. We randomly picked
several concepts and looked them up in UMLS for rel-
evant concepts. For example, there are more than 3,000
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concepts in SNOMED-CT contain the term •painŽ. It is
therefore difficult to determine which entity is the one
that is needed. Even when special attention is paid to this
task, the effect seems to be insignificant. In Task 1 of
SemEval-2015, 16 teams created complicated systems to
recognize proper concepts, but even the best-performing
team could achieve only a 0.757 F1-measure [7], which
does not meet the standard of clinical use and cannot be
applied to clinical practice. To solve such problems, a new
ontology simplified from existing medical databases (e.g.,
UMLS) for discharge summaries is required.

In this study, we developed a new ontology called
THBP using standardized names of human body parts
extracted from UMLS with the help of three clinical
experts, provided a set of anatomy annotations from 50
discharge summaries, and successfully built a mapping
system to map anatomical entities in discharge summaries
automatically. In this new ontology, human body parts
are organized by their location. Therefore, THBP is more
convenient for clinical text mining applications. The main
contributions of this study are threefold. 1) We are the
first to successfully map anatomical related entities from
discharge summaries directly to human body parts. 2) We
develop a highly accurate approach to this problem by
combining normalization and Wiki-based algorithms. 3)
Finally, we organize THBP as an ontology for mapping
anatomical named entities, which will be published open
source on the Internet.

Related work
Anatomy is one of the foundations of modern medicine
and greatly contributes to medical research as well as clin-
ical diagnoses. Therefore, building a semantic network
of anatomical related entities is of great value for both
experts and novices [12]. Much effort has been made
on this research topic. Rosse and Mejino constructed a
large semantic network of more than 100,000 terms that
refer to anatomical entities called the Foundational Model
of Anatomy (FMA) [13]. The interface of FMA, called
Emily, has proven useful for most queries on anatomical
relationships [14]. Niggemann et al. established a func-
tional anatomical model for nervous systems [15]. Zhang
et al. [16, 17] focused on improving the two-tree struc-
ture of The Unified Medical Language System•s (UMLS•s)
Semantic Network (SN). These studies focused only on
improving the model from a theoretical perspective with-
out considering their clinical implications.

Anatomical ontology
In clinical practices, medical tests and diagnoses are usu-
ally related to the locations of body parts with suffering,
an anatomical network based on body positions is more
effective and helpful. SNOMED-CT is an ontology that
covers a large number of clinical concepts and relations,

including anatomical parts, and demonstrates a high effi-
ciency in dealing with several clinical research works
[6, 18]. However, difficulties in concept identification,
such as abbreviations and different forms of the same
entity, undermine its functionality. No perfect solu-
tion for this has been determined even by experts
in the field [7]. Another anatomical ontology, Uberon,
contains anatomical concepts and links to other resources,
such as Wikipedia [19, 20]. Unfortunately, this ontology
is not specific for human anatomy. The intention was to
build a bridge between anatomical structures for differ-
ent species. Anatomical related entities that do not simply
represent anatomical structures, such as sigmoidoscopy,
do not have labels and do not exist in the expanded con-
tent of related anatomical parts, making them unavailable
for some issues in human anatomy. Each ontology has its
own limits and cannot serve all literature mining tasks.
Consequently, a compendious ontology extracted from
existing ones is recommended for solving these special
tasks.

Named entity normalization
Named entity normalization builds a mapping relation-
ship between named entities in text and ontology. Since
standardized vocabularies and terminologies are essen-
tial in medical information processing and normalization
[21], several predefined vocabularies have been built, such
as Gene Ontology [22], Entrez Gene [23], Medical Subject
Headings (MeSH) [24], and the Unified Medical Language
System (UMLS) Metathesaurus [25]. In the biomedical
domain, earlier works have tried to build a normalization
system based on these vocabularies. In 1988, Elkins et al.
mapped named entities in narrative texts to MeSH [26].
Aronson [27, 28] developed a program, called MetaMap,
to map biomedical text to the UMLS Metathesaurus in
2001. Also in 2001, Mutalik et al. [29] developed a pro-
gram, Negfinder, to detect negated concepts of UMLS
Metathesaurus in medical narratives. Xuan et al. [30]
developed PubAnatomy to discern relationships between
molecular level data and neuroanatomical structures from
cross-domain data. In 2007, Schuemie et al. [31] devel-
oped a gene name normalization system called Peregrine
with a simple dictionary lookup method and several fol-
lowing steps.

Theworksdiscussedaboveapplydictionary-based methods
and have achieved considerable progress. Nevertheless,
such early investigations simply apply lexical matching,
and the accuracy of these systems depends heavily on the
quality of both technology and the text. As a result, for
dictionary-based approaches, without being assigned with
good text and a good dictionary, these methods would
not achieve high accuracy, especially recall. Particularly in
clinical texts, abbreviations are very common and difficult
to be fully included in one dictionary.
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To address the above-mentioned problems, research
interests have recently moved to using NLP and statis-
tical machine learning methods to solve normalization
problems [32, 33]. Kang et al. compared MetaMap with
Peregrine on the Arizona Disease Corpus, and attached an
NLP module to them, which helped to improve normal-
ization accuracy [34]. Kova�cevíc et al. focused on extrac-
tion and normalization of temporal expressions using
rules and machine learning approaches such as Conditional
Random Fields (CRF) [35]. Wang et al. utilized MedLEE
and designed a statistical model to detect medical events
and entities potentially related to adverse drug events
for pharmacovigilance purposes [36]. Penalized logistic
regression was applied in Li•s study to determine adverse
drug reactions [37]. Leaman et al. conducted a series
of research regarding named entity recognition and nor-
malization. They first presented a method that exploited
pairwise learning to uncover diseases mentioned in a snip-
pet of text, which is termed disease name normalization
(DNorm) [38]. After that, the tmChem system [39] was
proposed to locate chemical named entities in texts. The
system combined two CRF models, a modification of
BANNER [40] and a CRF model based on the tmVar sys-
tem [41], inone ensemble. Robert Leaman and Zhiyong Lu
then introduced a joint named entity recognition (NER)
and normalization model which includes a semi-Markov
classifier and a rich feature approach to conducting NER
and semantic indexing [42]. A Java implementation of this
model called TaggerOne was also presented as a univer-
sal toolkit for all types of entities. Soysal et al. developed a
clinical NLP toolkit called CLAMP (Clinical Language A
nnotation, Modeling, and Processing) [43] that offers users
a user-friendly graphical interface with high-performance
NLP modules to establish customized NLP pipelines that
solve their own problems.

Overall, statistical methods have achieved great success
in normalizing entities and detecting relationships, partic-
ularly for clinical texts. Since our work is built on clinical
texts (i.e., discharge summaries) and we need to iden-
tify a huge number of abbreviations, we applied machine
learning methods to normalization for anatomical related
entities.

Wikipedia as an external knowledge base
When building an effective normalization system, employ-
ing a large external knowledge base has a positive impact
on the performance of the whole system. Wikipedia is
selected as the external knowledge base in this study, con-
sidering that Wikipedia is regarded as a valuable knowl-
edge base in medical language processing [9]. Information
on Wikipedia is more abundant than established biomed-
ical dictionaries without limitations on quantity and is
updated frequently. Its information also has a higher
level of accuracy than most other references [10]. These

features make Wikipedia a valuable knowledge base for
medical normalization. For example, Rink et al. developed
a relation extraction system of clinical terms by utilizing
Wikipedia in 2011 [44], while several other biomedical
NLP research effortshavebenefited fromWikipedia [45…49].

Methods
Materials
The creation of tree of human body parts
Facing the difficulty of directly exploiting existing ontolo-
gies, we decided to organize a compendious but spe-
cialized ontology that is consistent with the structure of
established ontologies and compatible with the arrange-
ment of hospital departments. To accomplish this task,
entities from the •Body Location or RegionŽ group in
UMLS are first extracted. The essential clinical body parts
are then chosen according to clinical experts and later be
used for the building the THBP. Finally, we get inspiration
from FMA and SNOMED-CT and discuss the structure
of the new ontology with doctors. These all ensure that
the framework of the new ontology is aligned with those
ontologies and the arrangement of the departments in a
hospital.

Anatomical structures of humans can be classified into
five levels - systems, organs, tissue, cells, and chemicals
(e.g., molecules or ions) [1]. Since cells and chemicals are
countless and exist in every part of the human body, it
is unnecessary to map them to particular human body
parts in this case. Therefore, we only focus on the for-
mer three levels of anatomical structures. According to
anatomy studies [50], human body parts can be divided
into nine different parts by position: the head, neck, chest,
abdomen, pelvis, back, hip, extremity, and trunk. In our
ontology, the nine anatomical positions are regarded as
the top level. Each part contains anatomical structures
that belong to that position as subordinates in lower levels.
This hierarchical classification structure is defined as
THBP. Details are shown in Fig.1.

Anatomical related entities usually have several syn-
onyms and abbreviations in biomedical text. For example,
•abdomenŽ, •peritoneal cavityŽ, and •abdŽ all refer to the
same body part. For body parts that are called by more
than one terms, one alias is treated as the formal name and
other aliases including abbreviations and synonyms in the
THBPareconsideredsupplemental.Forexample, •abdomenŽ
is chosen as the formal name for that body part and the others
are supplemental (e.g., abdomen … abd … abdn … peritoneal
cavity … abdominal cavity … enterocoelia).

Annotation
Our annotation dataset comes from the output of our pre-
vious work [5], which used a CRF model to recognize
anatomical named entities from 300 discharge summaries
in the 2010 i2b2 challenge corpus [51]. The discharge
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Fig. 1 The top level of the Tree of Human Body Parts (THBP) THBP consists of 9 parts: head, neck, chest, abdomen, pelvis, back, hip, extremity, and
trunk. For each part, its sublayer is constructed by organs or tissues in this part. The human body image in the figure was created by the author

summaries are provided by Partners Healthcare, Beth
Israel Deaconess Medical Center, and the University of
Pittsburgh Medical Center. Since annotation quality has
a significant impact on the whole system, several reitera-
tions of preliminary annotation are conducted to build the
annotation guideline before the final annotation. There
are three annotators, two of whom have biomedical engi-
neering background with human anatomy expertise while
the third has a clinical background. 10 discharge sum-
maries are randomly selected from our previous work
for preliminary annotation. 50 discharge summaries ran-
domly selected from the previous work and 2,224 anatom-
ical related entities with their annotations are extracted as
the final annotation dataset of this study.

Annotation guideline
An easily followed standard guideline is required to ensure
consistency and help annotators work independently.
The process of building the guideline follows the Delphi
method [52]. Guidelines are built and unified from a
development set of articles.

To build the guideline, the annotators first make anno-
tations on 10 discharge summaries separately and then
find the differences between these annotations through
discussion. Note that these 10 discharge summaries from
our previous work are only used for building the anno-
tation guideline and are not included in the experiment
annotation dataset. Based on their discussion and fur-
ther studies of references, each annotator constructs their
own list of guidelines. Revisions on annotation are made
independently following their own guidelines. Then there
is another discussion. The cycle of holding discussions,
amending guidelines, and revising annotations is repeated
until a convincing agreement is reached. Finally, three sets
of mutually independent guidelines are compiled into a
unified one.

Theannotation resultsofanatomical named entities follow
the rules below. Note that •positional wordsŽ in the follow-
ing context refers to prefixes or words that indicating the
location of human body parts. We defined some necessary
components based on anthropotomy knowledge and then
match them with the most relevant concept in UMLS.
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1. All anatomical named entities are normalized by
position instead of function (e.g., •carotid arteryŽ is nor-
malized to •neckŽ, not •arteryŽ). This is in accordance with
the idea of creating an ontology that based on position.
The trunk is considered the •stemŽ of the human body,
including organs and tissues that are distributed across the
whole body, such as nerves, blood, and bones.

2. The mapping results of anatomical named entities are
the lowest layers of THBP. For example, the mitral valve is
located in the chest and is part of the heart. Considering
that the •heartŽ is a sublayer of the •chestŽ, the mitral valve
is mapped to the heart instead of the chest.

3. For anatomical related entities that are exact parts of
THBP (e.g., heart), the mapping results are their original
forms. If the full name of an abbreviation can be found
in THBP, the abbreviation is normalized to the full name
(e.g., •EXTŽ to •extremityŽ).

4. Abbreviations consisting of several different anatom-
ical locations are mapped to several different parts of
THBP. For example, HEENT as an abbreviation of Head…
Eye…Ear…Nose…Throat is mapped to •headŽ, •eyeŽ, •earŽ,
•noseŽ, and •throatŽ.

5. The mapping results are in singular form, while the
positional prefixes or words in named entities remain the
same. For instance, •left extremitiesŽ is mapped to •left
extremityŽ.

Annotation flow
The articles in the experiment set are annotated based
on the unified guidelines mentioned above. Two rounds
of annotations are carried out on all 50 discharge sum-
maries. In the first round, two annotators (A1 and A2)
with biomedical engineering backgrounds annotate the
same discharge summary independently. When there are
disagreements between their results, the third annotator
with a clinical background (A3) acts as referee and makes
the final decision. After that, A3 explains the reasons for
the judgments and the three annotators discuss the guide-
lines. During this discussion, guidelines are revised for
one last time. In the second round, A1 and A2 anno-
tate 50 discharge summaries according to the final version
of guidelines. When A1 and A2 disagrees, A3 makes the
final decision. For example, •bronchitisŽ is an entity that
belongs to •neckŽ and is related to •tracheaŽ, a sub-layer of
•neckŽ. If there is a disagreement between A1 and A2 in
this situation, A3 will point out that it should be normal-
ized to the lowest related layer •tracheaŽ according to Rule
2 above. The final result, therefore, is •tracheaŽ.

Inter-annotator agreement
To determine whether the annotation results can be
used as the gold standard, the inter-annotator agreement
is measured by F1-scores. Table1 shows comparisons
between the annotation results of A1 and A2. Suppose

Table 1 Inter-annotator agreement between A1 and A2

Annotator Precision Recall F1

A1 and A2 89.93% 91.34% 90.63%

the result of A1 is the ground truth, we calculate the pre-
cision, recall and F1 score of A2. Table2 displays the
inter-annotator agreement, which compares the results of
each annotation with the final annotation results.

According to Table1 and Table2, in the second round,
there are still minor disagreements between the annota-
tions of A1 and A2 or between their annotations with the
gold standard. There are some possible reasons for the
small disagreement. First, some anatomical named enti-
ties (especially diseases) are related to several different
anatomical locations, which makes it difficult to deter-
mine which branch of THBP they belong to. In addition,
several abbreviations have multiple complete forms, caus-
ing disagreements on determining which label should be
assigned to this abbreviation. Furthermore, each anno-
tator is partial to her/his own guideline and ignores
some anatomical named entities while the other annotator
might annotate the ones s/he ignores. However, since all
the differences are small and the mistakes made by A1 and
A2 could be corrected by A3, the results can be treated as
the gold standard for the following experiments.

Algorithms
To accomplish the mapping task, we present the result
of combining these methods: the string-matching method
(baseline system), named entity normalization, and the
exploitation of Wikipedia (including Wikipedia distance
scoring and frequency scoring). The flowchart is shown in
Fig.2.

Baseline system
We use string matching algorithm as our baseline sys-
tem. Entities are extracted from discharge summaries and
directly mapped to our ontology THBP through a string-
matching method (shown in Fig.3). A porter stemmer [53]
is used for stemming. However, the same entity in differ-
ent forms cannot be recognized in this system, e.g., •heart
diseaseŽ and •coronary artery diseaseŽ.

Named entity normalization
Anatomical named entities in biomedical text and
Wikipedia explanations have a diverse array of forms,

Table 2 Inter-annotator agreement between each annotator
and the gold standard

Annotator Precision Recall F1

A1 89.53% 88.63% 89.07%

A2 90.28% 91.88% 91.07%
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Fig. 2 The flowchart of mapping. Anatomical related entities are extracted from medical text first. Then the entities are normalized by using our
synonyms dictionary or co-reference chains provided in the corpus of [51]. After that, we match the normalized entities with THBP to see if they are
included. If the entities are successfully matched (e.g. lower limb), the results are considered final. If not (e.g. myocarditis), it turns to the external
knowledge base to normalize entities and match them with THBP again

while entities in the ontology and Wikipedia entries are
all standardized. As a result, only entities in normalized
form can be correctly mapped. To map the named entities
to the ontology and retrieve Wikipedia entries, anatomi-
cal named entities need to be normalized. Words in plural
form are changed to singular form, and stop words in
anatomical named entities are removed.

Abbreviations are common in biomedical text and
affect mapping performance. But the method mentioned
above is not applicable to abbreviation normalization. To
normalize abbreviations, two approaches are explored.
Inspired by the success of previous works [54, 55], a
synonym dictionary extracted from these works and
Wikipedia is built to map common abbreviations. In addi-
tion, several studies have shown that full forms of some
abbreviations, called local abbreviations, exist in the same
medical record, and co-reference relations between local
abbreviations and their full forms can be easily detected
[51, 56]. Therefore, these co-reference relations can be
discovered and applied to normalize local abbreviations.
In this work, co-reference chains, which have already

been annotated in the i2b2 corpus, are used to obtain the
original full forms of abbreviations [51].

Positional words provide informative knowledge about
patients for clinical practitioners. Hence, they are pre-
served while annotating anatomical named entities and
building the tree of human body parts. A dictionary is
built to distinguish positional words. Positional words in
the Biological Spatial Ontology [57] are also added. The
positional words are removed before normalization and
added to thenormalization results in an appropriate way. For
example, •legs bilaterallyŽ is processed into •legsŽ to nor-
malize it, and the normalization result is •lower extremityŽ.
Consequently, the positional word •bilaterallyŽ is added to
•lower extremityŽ, and the final result of •legs bilaterallyŽ
is •bilateral lower extremityŽ.

Wikipedia scoring algorithm
The aim of our task is to extract the exact common seman-
tic parts which belong to the same anatomical location
among different classes of entities in the ontology. An
NEN system is suitable for this task, but its accuracy is

Fig. 3 The baseline system. First, anatomical related entities are extracted from medical records. After that, entities are matched with THBP to see if
they are included. If so, an entity such as left eye, which is included in eye, the result is that left eye belongs to the class of eye. Otherwise (e.g.
Myocarditis), the result comes out as not matched
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greatly limited by the knowledge base. In an NEN task,
a reliable external knowledge base would enhance the
performance of the normalization system [8]. Wikipedia,
considered a key tool in the medical field [9, 10], has
been proven comprehensive and accurate in prior stud-
ies [44…49, 58]. Therefore, we chose Wikipedia as the
external knowledge base in this system. We design the
scoring algorithms to exploit the extra information for
each named entity provided by Wikipedia. We first use
API to search terms and apply stemming to all words in
the discharge summaries before matching.

Entries in Wikipedia provide users with detailed infor-
mation about anatomical named entities, such as the
explanations of diseases or functional regions of treat-
ments, which are necessary for normalization. In the
Wikipedia explanation of each anatomical named entity,
there are several related anatomical locations in the con-
text. It is reasonable to assume that the normalization
result of the anatomical named entity is the counter-
part of an anatomical location in THBP, which appears
in the explanation context. For instance, in the Wikipedia
explanation of •electrocardiographyŽ, there are anatom-
ical locations such as •heartŽ, •chestŽ, •thoraxŽ, etc. As
•electrocardiographyŽ is a test to examine the function
of the heart, the result of this implicit anatomical named
entity should be •heartŽ.

Inspired by previous works [59…61], frequency (i.e., the
number of times one anatomical location appears in the
context) and distance (i.e., the average distance between
each appearance of the anatomical location and the onset
of the explanation) are considered as the two main fac-
tors in determining the interdependency of anatomical
locations in context and the anatomical named entity.
Generally, the higher the frequency of an anatomical loca-
tion, the more related it is to the named entity [59, 60];
the smaller the distance of an anatomical location is, the
more related it is to the named entity [61]. Therefore, we
designed the scoring algorithms based on distance and
frequency.
Algorithm 1: Based on distance Considering that

words close to each other in text are related in seman-
tics [61], the word distance in Wikipedia explanations can
represent the correlation between entries and entities in
texts. Therefore, we assume that the earlier anatomical
related entities appear in an explanation, the closer they
are to the entry. To normalize the distances to be equally
compared, the following formulas are listed to score
the distance:

Score =
⎧
⎨

⎩

cos(D(n)× π
2 / max(D)) max(D) > 1
1 max(D) = 1
0 max(D) = 0

(1)

D(n) denotes the number of strings from the beginning
of entry to the anatomical named entity which can be
matched by THBP. max(D) represents the distance of last
matched anatomical named entity.

In this way, the distance is transformed to a cosine
similarity ranging from 0 to 1.
Algorithm 2: Based on frequency In addition to dis-

tance, as stated in [59, 60], the number of times of an
anatomical related entity appears in the explanation of
an entry also represents the correlation between them.
The score of each matched anatomical named entity is
calculated by the following formulas:

Score =
{

2.5× F(n) firstentity
F(n) others (2)

F(n) is the frequency of the anatomical named entity
which can be matched by THBP. Considering the first
appearing anatomical named entity that can be matched
by THBP is strongly related to the mapping results, 2.5
is the multiplier to the frequency of the first appearing
anatomical related entity. The multiplier 2.5 is determined
through cross validation.

To verify the validity of our algorithms, 50 anatomical
named entities and their Wikipedia entries are randomly
extracted as test data, on which two Wiki-based algo-
rithms are employed to obtain mapping results. Table3
shows the mapping results.

Both algorithms achieve a fairly high level of accu-
racy, which proves the accuracy of our earlier assumption
and the effectiveness of the algorithms. According to the
results, both scoring strategies are beneficial to the task.
Algorithm 3: Based on distance & frequency After

collecting the distance and frequency of each word, we
combine the distance score and the frequency score to a
final score. Scoring formulas are combined to grade each
word so that the correlation is better represented. The
formula is as follows:

Score(n) = a × f (D(n)) + b × f (F(n)) (3)

where

f (D(n)) = cos(D(n)) × π

2
× max(D)) (4)

f (F(n)) = F(n) (5)

To determine the importance of the first matched word
in the entry, we multiply 2.5 by the frequency of the first
named entity showing up in the entry. The constant 2.5 is
determined by cross validation.

Table 3 Inter-annotator agreement between A1 and A2

Correct Wrong Accuracy

Distance 35 15 70.00%

Frequency 34 16 68.00%



Wang et al. BMC Bioinformatics          (2019) 20:430 Page 9 of 11

f (F(n)) = 2.5× F(n) (6)

In the formula, a and b are coefficients off (D(n)) and
f (F(n)) respectively.a = 15 andb = 1 are selected which
contribute to the best results based on cross validation.

After calculating the scores, we choose the word with
the largest score to be the normalization result of the
corresponding anatomical named entity.

Results
Experiment data
50dischargesummaries fromthe i2b2Challenge [51] are used
in our experiments, from which 2224 anatomical named
entities are extracted [5]. F1-measure is used to evaluate
the quality of each method on two series of experiments.

To compare the improvement of each component over
the baseline framework, anatomical named entities are
mapped by separately adding each method to the baseline
framework. Since each component is independent in sep-
arate parts of the framework, a group of experiments is
carried out to evaluate how the accumulation of methods
can influence the final mapping result. Table4 shows the
results of separate components-based experiments and
increments compared with baseline mapping results as
well as the F1-scores and improvements of each step for
accumulation experiments.

As Table 4 shows, Wikipedia individually achieves
76.89% with the final algorithm, which is higher than
the baseline (70.20%) and normalization (75.65%). The
result indicates that extracting anatomical information
from Wikipedia contributes the most to the mapping
performance.

In accumulation experiments, the final result of the
whole mapping system stops increasing at 86.67%, while
the distance-based algorithm and the frequency-based
algorithm individually rise to 83.55% and 83.52% with
the assistance of normalization. This result shows the
primary contributions of the normalization system. With

Table 4 Results of combinations of different methods with
baseline

Precision Recall F1 � F1

B 83.87% 60.37% 70.20% -

B+N 86.87% 67.00% 75.65% 5.45%

B+D 86.16% 67.12% 75.46% 5.26%

B+F 86.24% 68.66% 76.45% 6.25%

B+D&F 86.51% 69.19% 76.89% 6.69%

B+N+D 88.48% 79.15% 83.55% 13.35%

B+N+F 88.47% 79.09% 83.52% 13.32%

B+N+D&F 89.11% 84.36% 86.67% 16.47%

Note: B-Baseline, N-Normalization, D-Distance, F-Frequency, D&F-Distance &
Frequency

normalized entities in entries and explanations, informa-
tion in Wikipedia can be better used.

The increase in the finalalgorithm(Baseline+Normalization +
Distance & Frequency) compared to the Baseline is because
theproblemofsynonyms,especially abbreviations, is solved.
In Baseline, almost no abbreviations were matched. Even
matching the entities directly to SNOMED-CT, 19.82%
entities cannot be separately matched and 71.34% of them
areabbreviations. In theresultsof the final algorithm, 53.12%
of abbreviations that are not matched to SNOMED-CT
are properly matched. These results show the signifi-
cance of our algorithm especially in solving abbreviation
problems.

Dicussion
Baseline system
SNOMED-CT was also one of the candidate ontologies
for the baseline system. However, since SNOMED-CT is
a post-coordinated terminology, it lacks some necessary
relationships that are included in our ontology. Experi-
ments also show that the performance of SNOMED-CT is
inferior to string matching. Therefore, SNOMED-CT was
discarded.

Error analysis
Though significant progress is achieved by our mapping
system, performance can be further improved. Four pos-
sible causes are provided below.

The first cause is the abbreviation method. By using
several methods, the problem in normalizing abbrevia-
tions is alleviated to some extent. However, it is almost
impossible to build a comprehensive abbreviation table
because abbreviations are countless. Therefore, perfor-
mance is still limited by abbreviations. Moreover, the same
abbreviation may refer to multiple entities, which calls for
a disambiguation system to solve the problem.

Second, there are special characters in some medical
terms which are difficult to process. Both removing them
and treating them as space can cause problems. For exam-
ple, if simply removing special characters, the system will
recognize •cad/chfŽ (coronary artery disease/congestive
heart failure) as one entity. In another condition, treating
them as space will normalize •hf-cellsŽ (heart failure cells)
to •cellŽ, which is not included in THBP, instead of •heartŽ.
The corresponding anatomical locations cannot be found
in either situation.

In addition, some anatomical named entities can be
mapped to more than one anatomical locations, which
causes another error in the mapping system. For example,
•renal veinŽ can be mapped to •veinŽ and •kidneyŽ. It makes
sense in both locations. In our system, it is mapped only
to •veinŽ instead of •kidneyŽ.

Finally, some confusing anatomical named entities may
appear in discharge summaries. For example, •right lower
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lobeŽ can refer to organssuchas lung or liver. In annotation,
annotators can determine which anatomical location the n
amed entity is mapped to by looking at context. However, the
mapping system cannot predict the anatomical location
by linking context, which is one of the sources of error.

Future work
Considering that the abbreviation is a major source of
influence to test errors, a more sophisticated abbrevia-
tion normalization system is expected to bring significant
improvement. As stated above, the same abbreviation
might refer to different anatomical related entities, thus
introducing errors. A disambiguation system would assist
an NEN system to reduce such errors and to find the
correct meaning of abbreviations. We could improve our
performance in the future research by utilizing a word
disambiguation system. In addition, we will also con-
sider using definitions in UMLS Metathesaurus to further
improve the performance.

Conclusion
The THBP ontology can be used to successfully map and
bridge different semantic classes of anatomical named
entities and anatomical locations. To complete the map-
ping objective, a scoring algorithm is presented to make
use of information on Wikipedia, while an NEN system is
also added to improve performance. The results demon-
strate that our methods successfully accomplish this task.
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