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Abstract

Background: About 90% of patients who have diabetes suffer from Type 2 DM
(T2DM). Many studies suggest using the significant role of lncRNAs to improve the
diagnosis of T2DM. Machine learning and Data Mining techniques are tools that can
improve the analysis and interpretation or extraction of knowledge from the data.
These techniques may enhance the prognosis and diagnosis associated with
reducing diseases such as T2DM. We applied four classification models, including K-
nearest neighbor (KNN), support vector machine (SVM), logistic regression, and
artificial neural networks (ANN) for diagnosing T2DM, and we compared the
diagnostic power of these algorithms with each other. We performed the algorithms
on six LncRNA variables (LINC00523, LINC00995, HCG27_201, TPT1-AS1, LY86-AS1,
DKFZP) and demographic data.

Results: To select the best performance, we considered the AUC, sensitivity,
specificity, plotted the ROC curve, and showed the average curve and range. The
mean AUC for the KNN algorithm was 91% with 0.09 standard deviation (SD); the
mean sensitivity and specificity were 96 and 85%, respectively. After applying the
SVM algorithm, the mean AUC obtained 95% after stratified 10-fold cross-validation,
and the SD obtained 0.05. The mean sensitivity and specificity were 95 and 86%,
respectively. The mean AUC for ANN and the SD were 93% and 0.03, also the mean
sensitivity and specificity were 78 and 85%. At last, for the logistic regression
algorithm, our results showed 95% of mean AUC, and the SD of 0.05, the mean
sensitivity and specificity were 92 and 85%, respectively. According to the ROCs, the
Logistic Regression and SVM had a better area under the curve compared to the
others.
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Conclusion: We aimed to find the best data mining approach for the prediction of
T2DM using six lncRNA expression. According to the finding, the maximum AUC
dedicated to SVM and logistic regression, among others, KNN and ANN also had the
high mean AUC and small standard deviations of AUC scores among the approaches,
KNN had the highest mean sensitivity and the highest specificity belonged to SVM.
This study’s result could improve our knowledge about the early detection and
diagnosis of T2DM using the lncRNAs as biomarkers.

Keywords: Data mining, Gene expression, Machine learning algorithms, Type 2
diabetes mellitus

Background
Diabetes mellitus (DM) is one of the most prevalent chronic non-communicable dis-

eases (NCD) around the world; about 90% of the patients who have diabetes suffer

from Type 2 DM (T2DM) [1]. The risk of developing T2DM is strongly associated with

many predispositions, behavioral, and environmental risk factors and also genetic fac-

tors [1–4]. Besides the genetic factors, strong evidence indicates that factors such as

obesity and physical inactivity are the main nongenetic determinants of the disease [5,

6]. T2DM can range from predominant insulin resistance with relative insulin defi-

ciency to dominant defective secretion with insulin resistance [4]. It is often related to

metabolic syndrome problems. Individuals who have impaired glucose tolerance are

high-risk subjects of type 2 diabetes [6].

Studies demonstrate a drastic increase of the disease in recent decades. The trends

estimate that by 2035, more than 520 million people will be affected by the disease [7].

People who suffer from T2DM are susceptible to many forms of complications leading

to morbidity and mortality in these patients. Many studies emphasize the genetic fac-

tors in the pathogenesis of T2DM [3, 8, 9]. Long non-coding RNAs (long ncRNAs,

lncRNA) are subsets of RNA, specified as being transcripts with lengths exceeding 200

nucleotides that could not be translated into protein [10]. Long non-coding RNAs

(lncRNAs) belong to a heterogeneous class of regulatory lncRNAs with transcript

lengths > 200 nucleotides, which have a positive role in the development and growth of

several various diseases including T2DM supporting the hypothesis that abnormal ex-

pression of LncRNAs is related to various diseases [11]. Besides, considering the signifi-

cant role of lncRNAs in disease pathogenesis, increasing researches suggest using them

to improve diagnosis, prognosis, and clinical management of T2DM. Genome-wide as-

sociation studies (GWAS) have recently introduced several particular diabetes-related

loci in the human genome [3]. Also, many studies discovered the relationship between

more than 100 susceptible loci and T2DM at a genome-wide significant level [3, 8, 12].

Deregulation of genes located in GWAS defined loci may be risk factors for human dis-

eases concerning which we applied the GWAS catalog to select six lncRNAs

(LINC00523, LINC00995, CG27_201, TPT1-AS1,LY86-AS1, DKFZP) as our gene tar-

gets for the present study [3]. Knowledge Discovery in Databases (KDD) or data mining

are techniques for the computational process of discovering patterns in large datasets

containing various approaches such as artificial intelligence, machine learning, statistics,

and database systems [13]. These methods are applied to recognize patterns in data,

prediction, association, and classification problems [1, 2, 8, 13]. Considering the
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importance of early detection of T2DM, machine learning and Data Mining techniques

are tools that can improve the analysis and interpretation or extraction of knowledge

from the data [14, 15]. These techniques may enhance the prognosis and diagnosis as-

sociated with life quality, reducing diseases such as T2DM [15, 16].

To date, several other studies tried to predict diabetes mellitus using outstanding

data mining techniques [17–19]. Vijayan et al. [20] applied the expectation-

maximization algorithm, KNN algorithm, K-means algorithm, amalgam KNN algo-

rithm, and ANFIS algorithm to predict and diagnose Diabetes Mellitus. They used

the UCI dataset containing blood test and demographic variables, and their results

showed that EM possessed the least classification accuracy and amalgam KNN, and

ANFIS provided better classification accuracy of more than 80 and 80%, respect-

ively. Another study conducted by Saravananathan et al. [21] used popular classifi-

cation algorithms, including J48, Support Vector Machines (SVM) Classification

and Regression, Tree CART, and k-Nearest Neighbor (kNN) for diabetic data.

Their performance indicators were accuracy, specificity, sensitivity, precision, error

rate. They found that the J48 technique’s performance was remarkably superior to

the other three techniques for the classification of diabetes data. Meng et al. [18]

compared three data mining models of logistic regression, ANN, and decision tree

for predicting diabetes mellitus or prediabetes by risk factors. They gathered infor-

mation about demographic characteristics, family diabetes history, anthropometric

measurements, and lifestyle risk. The decision tree model (C5.0) had the best clas-

sification performance with an accuracy of 77.87% with a sensitivity of 80.68% and

specificity of 75.13%. Another study performed by Saeidi et al. [3] used logistic re-

gression to assess the diagnostic value of LY86-AS1 and HCG27_201 as biomarkers

for T2DM. They obtained a sensitivity of 64.6%, and specificity of 79.8%. Another

study [2] used two other lncRNAs, including LINC00523 and LINC00994 expres-

sions, for the evaluation of their potential diagnostic value for T2DM. They applied

logistic regression and achieved a sensitivity of 81.44% and specificity of 61.11%. In

our study, we combined six lncRNAs as variables for the first time and applied

four classification models, including classification algorithms like K-nearest neigh-

bor (KNN), support vector machine (SVM), logistic regression, and artificial neural

networks (ANN) for diagnosing T2DM, and we compared the diagnostic power of

these algorithms with each other. In the present study, we aimed to find the best

data mining approach for the prediction of T2DM using six lncRNA expression.

The result of this study could improve our knowledge about the early detection

and diagnosis of T2DM using the lncRNAs as biomarkers [22].

Methods
The primary aim of the present study was to implement four models to predict DT2M

applying data mining techniques based on the lncRNA variables. The research objec-

tives of our study were:

1. Implementing data mining techniques for prediction of the DT2M.

2. Comparing the applied methods.

3. selecting the best model for the T2DM prediction.
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We used the variables for predicting T2DM and comparing the performance of the

various data mining techniques. For the implementation of the algorithms, we used

ANACONDA3–5.2.0 64 bit a free and open-source platform distribution of python

programming language with a vast number of modules, packages, and rich libraries that

provide various methods for classification problems. For obtaining the best amount of

performance in the models, 10-fold cross-validation performed on the dataset. In deal-

ing with the small data sets, cross-validation is a prominent strategy for estimating the

performance. Cross-Validation is a performance evaluation technique commonly used

in practice. Here, the data set is repeatedly partitioned into two non-overlapping parts,

a training set, and a hold-out set. For each partitioning, the hold-out set is used for

testing, while the remainder is used for training. The two most popular variants are

ten-fold cross-validation (10-fold CV), where the data is split into ten mutually disjoint

folds [23].

Since our samples were more than 100, and to be sure that each fold contains the

same proportion of healthy and diabetic individuals, we used the stratified 10-fold

cross-validation approach [24]. Therefore, the results are reliable and more credible.

We applied four popular data mining approaches on the lncRNA variables, regres-

sion, k-nearest neighbors, SVM, and neural network classification algorithms.

KNN algorithm

The k-nearest neighbor’s algorithm (k-NN) is an algorithm for classifying variables re-

garding the closest training data in the feature space. K-NN uses an instance-based

learning method, which is one of the simplest algorithms among data mining tech-

niques. This method considers the nearest neighbors to each object and decides to

dedicate the object to classes [22, 25].

SVM algorithm

Support Vector Machine (SVM) is a supervised algorithm which divides the feature

space called hyperplanes considering the target classes. SVM computes classification by

maximizing the margin of the hyperplane that intercepts classes. This algorithm plots a

multidimensional hyperplane that divides classes and increases the margin between

classes to enhance the accuracy of classification. We used different kernel functions

embedded in the SVM class of SVC library in python framework as a quadratic, poly-

nomial, radial basis, etc. to classify the instance and to detect the best accuracy among

them [25–27].

Artificial neural network

Artificial Neural Network is a data processing algorithm that simulates the biological

neural network in its computations. A common problem in using ANN is that they act

fundamentally as a black box and the parameters are set by the model so we cannot

demonstrate them [28], we can just apply the model in our problems and obtain the

high performance. We used Multilayer Perceptron Neural Networks (MLPNN). The

structure of a multi-layer perceptron neural network has been demonstrated in Fig. 1.

It maps a set of input data into a set of appropriate output classes. It includes three

layers input layer, hidden layer & output layer. The principal function of neurons of the
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input layer is to divide input Xi into neurons in the hidden layer. The neuron of the

hidden layer adds the appropriate weights of Wij to the input variables. The output for-

mula is:

Yj ¼ f
X

Wji Xi
� �

Where f is a simple threshold function that we considered sigmoid and hyperbolic

tangent function [25].

In the present study, a Multi-layer Perceptron Neural Networks (MLPNN) was per-

formed. The structure of MLPNN is as shown in Fig. 1. It makes a map of input data

onto a set of suitable output data.

The RBF networks are another type of neural network. In MLP, each neuron con-

siders the weighted sum of its input values, in which each input value is multiplied by a

coefficient, and the results are the sum of values. RBF is a more intuitive approach to

MLP. An RBFN classifies the inputs by calculating the input’s similarity to examples

from the training set. Each RBFN neuron stores one of the examples from the training

set as a “prototype.” for classification of new input, in each neuron, the Euclidean dis-

tance between the input and its prototype is calculated. The input is dedicated to a

class when it has more similar to that class than the other classes.

Logistic regression

Logistic regression is a common approach for predictive modeling practices. The function

p(X) provides probability output between 0 and 1 for all values of X, where X1–Xp are the

predictors. The coefficients β0–βp are estimated using maximum likelihood estimation

p Xð Þ ¼ eβ0þβ1X1 þ⋯þβpXp

1þ eβ0þβ1X1 þ⋯þβpXp

Dataset

This study was based on the data obtained from three previous research conducted by

Saeidi et al. and Mansoori et al. [2, 3] and the research of Parvizi and colleagues, which

Fig. 1 Artificial Neural Network structure
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is not published yet. We integrated these three studies, and our data mining analysis

was implemented in their studies. The data were collected from 200 unrelated Iranian

subjects, 100 T2DM patients, and 100 healthy individuals, matched for age and sex.

T2DM patients were recruited from individuals who referred to the Diabetic Clinic at

Shohada Hospital, Tehran, Iran. In the current study, we applied six lncRNAs expres-

sion and also six demographic variables, including sex, age, weight, height, BMI, and

FBS for analysis and inputs of algorithms. For the preprocessing phase, we normalized

the data inputs for KNN, SVM, and ANN models. We also had low missing variables,

and we replaced them with zero (Table 1).

lncRNA extraction and selection

Increasing evidence has suggested several lncRNAs are implicated in T2DM pathogen-

esis. Recently, human β-cell transcriptome analysis showed lncRNAs dynamic regula-

tion and abnormal expression of lncRNAs in T2DM [29]. However, the extent of

lncRNA deregulation in T2DM has yet to be determined. To date, more than100 sus-

ceptibility loci have been identified as being associated with T2DM at a genome-wide

significant level [2, 30]. Considering this into account and by querying the GWAS cata-

log, we candidated 6 lncRNAs (LY86-AS1, HCG27_201, LINC00523, LINC00994,

TPT1-AS1and DKFZP) as target genes for this study.

The large scale GWAS have recognized approximately 80 SNPs that were susceptible

to T2DM [31]. From there, we used the GWAS catalog access in June 2017 to create a

list of SNPs associated with T2DM. In the current study, we selected six lncRNA for

expression analysis according to the scan carried out in the study of Mansoori et al. [2]

and Saeedi et al. [3] We selected variants that had associations with increased risk of

T2DM. We applied a quantitative PCR analysis of lncRNA expression levels in the 200

samples. We calculated the respective amount of each lncRNAs applying the 2-ΔΔct as

means of duplicate measurements.

Table 1 The lncRNAs as inputs of algorithms

number Variables

LncRNA Variables

1 LINC00523

2 LINC00995

3 HCG27_201

4 TPT1-AS1

5 LY86-AS1

6 DKFZP

Demographic Variables

7 Sex

8 Age

9 Weight

10 Height

11 BMI

12 FBS
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Analysis and evaluation criteria

To select the best performance data mining algorithms in predicting diabetic patients,

we considered AUC, sensitivity, specificity, and plotted ROC curve for the folds we ran

and showed the average curve and its range [19, 26].

Results
Table 2 shows the significant downregulation of PBMC expressions of the variables in

the T2DM group compared with the control group. The AUC of each classification

technique has been demonstrated in Table 3.

AUC stands for “Area under the ROC Curve.” AUC computes the entire two-

dimensional area under the whole ROC curve. According to the finding, the maximum

AUC dedicated to SVM and logistic regression, among others, knn also had the highest

mean AUC and minimum standard deviation of AUC scores among the approaches.

The mean and standard deviation for AUC, sensitivity, and specificity of each algorithm

is given in Table 4. Apart from classification AUC, sensitivity, and specificity, the Re-

ceiver Operating Characteristic (ROC) with stratified cross-validation is shown for each

approach in Figs. 2, 3, 4 and 5.

ROC curves generally plot true positive rate on the Y-axis and false positive rate on

the X-axis. In other words, a false positive rate of zero, and a true positive rate of one

in the top left corner of the plot is called the ideal point. It means that a larger area

under the curve (AUC) is usually better. According to the demonstrated ROCs, the

KNN and SVM have a better area under the curve in comparison with the others.

Discussion
For a medical diagnosis, optimized approaches to gain useful and accurate outcomes

are essential. Applying machine learning and data mining methods to automate the

process of diagnosis may assist practitioners to enhance the quality of their clinical de-

cisions [32, 33].

Since T2DM is one of the prevalent diseases with severe consequences [1], develop-

ing efficient methods for early detection of the disease was the primary purpose of our

research.

Regardless of high number of lncRNAs in the RNA profile of human, a few numbers

of them has been proved to be biologically active. The role of the few lncRNAs has

been identified but several studies discussed the significant impact of lncRNAs in dia-

betic people, which may represent the role of abnormal expression of lncRNAs in the

incidence of T2DM [3]. According to the possible function of lncRNAs in the

Table 2 Relative expression of the variables

Variables Diabetes Control p-value

ΔCT ± SEM ΔCT ± SEM

LINC00523 7.48 (6.96–8.00) 3.64 (3.10–4.18) < 0.0001

LINC00995 6.97 (5.83–8.11) 5.82 (4.85–6.79) 0.44

HCG27_201 9.15 (8.46–9.84) 6.25 (5.56–6.94) 0.004

TPT1-AS1 5.30 (5.07–5.53) 3.28 (2.77–3.79) < 0.0001

LY86-AS1 9.8 (9.93–10.67) 6.13 (5.39–6.87) 0.002

DKFZP 6.43 (5.68–7.18) 5.10 (4.53–5.67) 0.163
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development of T2DM, we considered the expression levels of six lncRNAs in addition

to the demographic data in 200 diabetic and healthy individuals for our study. To

measure the expression of the lncRNAs we applied PBMCs which demonstrate an ex-

tensive proportion of the genes encoded in the human genome [3]. Several studies have

investigated different machine learning and data mining methods to predict different

diseases [15, 19, 22, 34, 35] such as heart diseases, thyroid tumors, and also diabetes

type 2 diabetes prediction. In the present study, we combined four commonly used data

mining algorithms (KNN, SVM, neural networks, and regression) to predict type 2 dia-

betes using 6 Long non-coding RNAs expression and the demographic variables for the

first time, because most of the previous studies used blood test variables or the demo-

graphic data for their analysis. Receiver operating characteristic (ROC) analysis, AUC,

sensitivity, and specificity measure was used to assess the diagnostic value of the six

biomarkers for T2DM. The mean AUC for the KNN algorithm was obtained 91% and

with 0.06 standard deviation, and we obtained the highest sensitivity (96% with the

standard deviation of 0.06), among other approaches. After applying the SVM algo-

rithm, the mean AUC obtained 95% after 10-folds with the standard deviation of 0.05,

and the highest specificity, among other approaches, obtained 86% with the standard

deviation of 0.01. For the ANN, we applied a multi-layer perceptron with five hidden

layers, and the mean AUC of folds was 93%, and the standard deviation was 0.03. At

last, for the logistic regression algorithm, our results showed 95% of mean AUC, and

the standard deviation of 0.05. The lower standard deviations in the AUC scores of

computed folds means the algorithm has worked with more performance [15, 17, 36].

Other studies investigated data mining algorithms for several diseases. Saravananathan

and Velmurugan [21] applied several classification algorithms in their study to analyze

diabetes data, including KNN. Sadri Sa’di et al. [36] compared three data mining

Table 3 The AUC of algorithms for each iteration

Number
of folds

AUC

KNN SVM ANN Logistic Regression

1 0.85 0.93 0.85 0.99

2 0.90 0.9 0.93 0.90

3 1.00 1.00 1.00 1.00

4 0.99 1.00 1.00 1.00

5 0.91 0.98 0.90 0.95

6 0.91 0.89 0.85 0.90

7 0.84 0.91 0.90 0.90

8 1.00 1.00 1.00 1.00

9 0.82 0.9 0.95 0.90

10 0.88 0.99 0.94 0.99

Table 4 The mean and standard deviation of AUC, sensitivity and specificity of algorithms

Algorithm Mean AUC + - std Mean sensitivity+ − std Mean specificity+ − std

KNN 0.91 + − 0.06 0.96 + − 0.06 0.85 + − 0.01

SVM 0.95 + − 0.05 0.95 + − 0.06 0.86 + − 0.01

ANN 0.93 + − 0.03 0.78 + − 0.12 0.85 + − 0.01

Logistic Regression 0.95 + − 0.05 0.92 + − 0.06 0.85 + − 0.01
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algorithms to predict T2DM and gained 73% precision for ANN. Sidiq et al. [15]. re-

ported about 92% accuracy for KNN and 96% accuracy for SVM algorithms applying

for the Diagnosis of Various Thyroid Ailments. In another study for the heart diseases.

The data mining algorithms indicated more than 70% accuracy. The investigated stud-

ies are in line with the findings of our study that these algorithms have a strong power

for prediction and early detection of many diseases, including T2DM, and we obtained

remarkably better accuracy for prediction, for example, the SVM and logistic regression

accuracy were 95%. In our study, we also obtained a better accuracy for logistic regres-

sion that was 95% and, in comparison with other studies, is a strong point, for example,

Saeidi et al. [3] conducted a study to review two Long non-coding RNA expressions in

type 2 diabetes mellitus and with applying regressions reported about 65% accuracy.

Another research [2] used two different Long non-coding RNA expressions in type 2

Fig. 2 The ROC for KNN

Fig. 3 The ROC for SVM
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diabetes mellitus and found 81% of accuracy with the regression algorithm. In the

present study, for the first time, we performed four data mining algorithms on six Long

non-coding RNAs and compared their power with each other. We demonstrated that

Long non-coding RNAs are effective biomarkers for data mining algorithms and have a

feasible power to be applied for prediction of T2DM. Also, in this research, we opti-

mized the parameters of every algorithm and used stratified 10-fold cross-validation to

gain the best performance. To be mentioned, in the nearest neighbor’s algorithm, the

parameter k was varied between one and nine to find the best-optimized method, and

we selected k = 3 to have the best performance and the lowest standard deviation in the

accuracy of the folds. In addition, in choosing the parameters of the artificial neural

network, the number of hidden layer neurons significantly affects the accuracy of the

network, so we set the parameters with two hidden layers with five and three neurons

Fig. 4 The ROC for MLP

Fig. 5 The ROC for logistic regression
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respectively to yield the best accuracy. Considering the standard deviation of scores for

each algorithm, the KNN had the lowest std. Moreover, the highest accuracy among

the algorithms was the SVM algorithm and Logistic regression, which had the max-

imum accuracy in folds, among others. We should mention that the strong points of

our study are using demographic data and six Long non-coding RNAs and combining

them to get the best detection power of T2DM and performing four outstanding data

mining algorithms and comparing their performances. As the limitations of this study,

we should account for the limited number of samples, which is due to the high costs of

measuring the Long non-coding RNAs. No doubt, the higher number of samples would

lead to higher performance and more reliable results.

Conclusion
In this paper, the performance of conventional data mining classification techniques

has been calculated and compared, for a dataset of patients referred for the screening

of type 2 diabetes to the Shohada Hospital, Iran. The biomarker applied in this study

demonstrated high diagnostic value, and the diagnostic process is suitable, which could

help in the diagnosis of prediabetes and T2DM.

The classification techniques compared were support vector machine, artificial neural

network, decision tree, nearest neighbors, and logistic regression. In data mining, it is

not possible to say one classification technique will always work best, and it often de-

pends on the number of samples, their distribution, and the choosing of the right algo-

rithm. In this research work, SVM and Logistic Regression had the best Area Under

Curve among methods of classification with the mean AUC of 95%. KNN and ANN

also had the high mean AUC and small standard deviations of AUC scores among the

approaches, KNN had the highest mean sensitivity, and the highest mean specificity

belonged to SVM.

For future works, performing other data mining and machine learning methods and

using higher numbers of samples are recommended to enhance the performance.

Acknowledgments
Not applicable.

Authors’ contributions
AB and FA designed the study. FA and AB collected the data and performed the statistical analysis. AB and NP
interpreted the data. FK, ZM, and LS wrote and revised the paper. All authors read and approved the final manuscript.

Funding
Not applicable.

Availability of data and materials
The datasets used and/or analyzed during the current study are available from the corresponding author on
reasonable request.

Ethics approval and consent to participate
Ethical approval was obtained from the Shahid Beheshti University of Medical Sciences Ethics Committee
(IR.SBMU.RETECH.REC.1395.1036). We informed all participants that their participation was voluntary, and the study did
not state any potential risk, and their identities will be private. Informed written consent forms were taken from all
participants before participation.

Consent for publication
Not applicable.

Competing interests
The authors declare that they have no competing interests.

Kazerouni et al. BMC Bioinformatics          (2020) 21:372 Page 11 of 13



Author details
1Department of Laboratory Medicine, School of Allied Medical Sciences, Shahid Beheshti University of Medical
Sciences, Tehran, Iran. 2Department of Health Information Technology and Management, School of Allied Medical
Sciences, Shahid Beheshti University of Medical Sciences, Tehran, Iran. 3Department of Clinical Biochemistry, School of
Medicine, Tehran University of Medical Sciences, Tehran, Iran. 4Department of Genetics, Faculty of Medicine, Babol
University of Medical Sciences, Babol, Iran.

Received: 13 December 2019 Accepted: 21 August 2020

References
1. Li X, Zhao Z, Gao C, Rao L, Hao P, Jian D, Li W, Tang H, Li M. The diagnostic value of whole blood lncRNA

ENST00000550337. 1 for prediabetes and type 2 diabetes mellitus. Exp Clin Endocrinol Diabetes. 2017;125(06):377–83.
2. Mansoori Z, Ghaedi H, Sadatamini M, Vahabpour R, Rahimipour A, Shanaki M, Kazerouni F. Downregulation of long non-

coding RNAs LINC00523 and LINC00994 in type 2 diabetes in an Iranian cohort. Mol Biol Rep. 2018;45(5):1227–33.
3. Saeidi L, Ghaedi H, Sadatamini M, Vahabpour R, Rahimipour A, Shanaki M, Mansoori Z, Kazerouni F. Long non-coding

RNA LY86-AS1 and HCG27_201 expression in type 2 diabetes mellitus. Mol Biol Rep. 2018;45(6):2601–8.
4. Petersmann A, Nauck M, Müller-Wieland D, Kerner W, Müller UA, Landgraf R, Freckmann G, Heinemann L. Definition,

classification, and diagnosis of diabetes mellitus. Exp Clin Endocrinol Diabetes. 2018;126(07):406–10.
5. Armoon B, Karimy M. Epidemiology of childhood overweight, obesity and their related factors in a sample of preschool

children from Central Iran. BMC Pediatr. 2019;19(1):159.
6. Tuomilehto J, Lindström J, Eriksson JG, Valle TT, Hämäläinen H, Ilanne-Parikka P, Keinänen-Kiukaanniemi S, Laakso M,

Louheranta A, Rastas M. Prevention of type 2 diabetes mellitus by changes in lifestyle among subjects with impaired
glucose tolerance. N Engl J Med. 2001;344(18):1343–50.

7. Guariguata L, Whiting DR, Hambleton I, Beagley J, Linnenkamp U, Shaw JE. Global estimates of diabetes prevalence for
2013 and projections for 2035. Diabetes Res Clin Pract. 2014;103(2):137–49.

8. Leti F, DiStefano J. Long non-coding RNAs as diagnostic and therapeutic targets in type 2 diabetes and related
complications. Genes. 2017;8(8):207.

9. Heydari M, Teimouri M, Heshmati Z, Alavinia SM. Comparison of various classification algorithms in the diagnosis of type
2 diabetes in Iran. International Journal of Diabetes in Developing Countries. 2016;36(2):167–73.

10. Perkel JM. Visiting “noncodarnia”. In: Future Science. 2013.
11. Kapranov P, Cheng J, Dike S, Nix DA, Duttagupta R, Willingham AT, Stadler PF, Hertel J, Hackermüller J, Hofacker IL. RNA

maps reveal new RNA classes and a possible function for pervasive transcription. Science. 2007;316(5830):1484–8.
12. Cornelis F, Martin M, Saut O, Buy X, Kind M, Palussiere J, Colin T: Precision of manual two-dimensional segmentations of

lung and liver metastases and its impact on tumour response assessment using RECIST 1.1. European radiology
experimental 2017, 1(1):16.

13. Liao M, Liu Q, Li B, Liao W, Xie W, Zhang Y. A group of long non-coding RNAs identified by data mining can predict the
prognosis of lung adenocarcinoma. Cancer Sci. 2018;109(12):4033.

14. Deshpande S, Thakare V. Data mining system and applications: a review. International Journal of Distributed and Parallel
systems (IJDPS). 2010;1(1):32–44.

15. Umar Sidiq D, Aaqib SM, Khan RA. Diagnosis of various thyroid ailments using data mining classification techniques. Int
J Sci Res Coput Sci Inf Technol. 2019;5:131–6.

16. Zou Q, Qu K, Luo Y, Yin D, Ju Y, Tang H. Predicting diabetes mellitus with machine learning techniques. Front Genet.
2018;9.

17. Daghistani T, Alshammari R. Diagnosis of diabetes by applying data mining classification techniques. International
Journal of Advanced Computer Science and Applications (IJACSA). 2016;7(7):329–32.

18. Meng X-H, Huang Y-X, Rao D-P, Zhang Q, Liu Q. Comparison of three data mining models for predicting diabetes or
prediabetes by risk factors. Kaohsiung J Med Sci. 2013;29(2):93–9.

19. Wu H, Yang S, Huang Z, He J, Wang X. Type 2 diabetes mellitus prediction model based on data mining. Informatics in
Medicine Unlocked. 2018;10:100–7.

20. Vijayan V, Ravikumar A: Study of data mining algorithms for prediction and diagnosis of diabetes mellitus. International
journal of computer applications 2014, 95(17).

21. Saravananathan K, Velmurugan T. Analyzing diabetic data using classification algorithms in data mining. Indian J Sci
Technol. 2016;9(43):196–1.

22. Nahar N, Ara F. Liver disease prediction by using different decision tree techniques. International Journal of Data Mining
& Knowledge Management Process (IJDKP) Vol. 2018;8.

23. Airola A, Pahikkala T, Waegeman W, De Baets B, Salakoski T. An experimental comparison of cross-validation techniques
for estimating the area under the ROC curve. Computational Statistics & Data Analysis. 2011;55(4):1828–44.

24. Purushotham S, Tripathy B: Evaluation of classifier models using stratified tenfold cross validation techniques. In:
International Conference on Computing and Communication Systems: 2011. Springer: 680–690.

25. Abdar M, Kalhori SRN, Sutikno T, Subroto IMI, Arji G: Comparing Performance of Data Mining Algorithms in Prediction
Heart Diseases. International Journal of Electrical & Computer Engineering (2088–8708) 2015, 5(6).

26. Sambyal RS, Javid T, Bansal A. Performance analysis of data mining classification algorithms to predict diabetes.
International Journal of Scientific Research in Computer Science, Engineering and Information Technology. 2018;
4(1):56–63.

27. Pradhan M, Kohale K, Naikade P, Pachore A, Palwe E. Design of classifier for detection of diabetes using neural network
and fuzzy k-nearest neighbor algorithm. International Journal of Computational Engineering Research. 2012;2(5):1384–7.

28. Tzeng F-Y, Ma K-L. Opening the black box-data driven visualization of neural networks: IEEE; 2005.
29. Morán I, Akerman İ, Van De Bunt M, Xie R, Benazra M, Nammo T, Arnes L, Nakić N, García-Hurtado J, Rodríguez-Seguí S.

Human β cell transcriptome analysis uncovers lncRNAs that are tissue-specific, dynamically regulated, and abnormally
expressed in type 2 diabetes. Cell Metab. 2012;16(4):435–48.

Kazerouni et al. BMC Bioinformatics          (2020) 21:372 Page 12 of 13



30. Voight BF, Scott LJ, Steinthorsdottir V, Morris AP, Dina C, Welch RP, Zeggini E, Huth C, Aulchenko YS, Thorleifsson G.
Twelve type 2 diabetes susceptibility loci identified through large-scale association analysis. Nat Genet. 2010;42(7):579.

31. Imamura M, Maeda S. Genetics of type 2 diabetes: the GWAS era and future perspectives. Endocr J. 2011:1107190592–2.
32. Soni J, Ansari U, Sharma D, Soni S. Predictive data mining for medical diagnosis: an overview of heart disease

prediction. International Journal of Computer Applications. 2011;17(8):43–8.
33. Asadi F, Paydar S. Presenting an evaluation model of the trauma registry software. Int J Med Inform. 2018;112:99–103.
34. Dangare CS, Apte SS. Improved study of heart disease prediction system using data mining classification techniques.

International Journal of Computer Applications. 2012;47(10):44–8.
35. Yuan F, Lu L, Zhang Y, Wang S, Cai Y-D. Data mining of the cancer-related lncRNAs GO terms and KEGG pathways by

using mRMR method. Math Biosci. 2018;304:1–8.
36. Sa’di S, Maleki A, Hashemi R, Panbechi Z, Chalabi K. Comparison of data mining algorithms in the diagnosis of type II

diabetes. International Journal on Computational Science & Applications (IJCSA). 2015;5(5):1–12.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Kazerouni et al. BMC Bioinformatics          (2020) 21:372 Page 13 of 13


	Abstract
	Background
	Results
	Conclusion

	Background
	Methods
	KNN algorithm
	SVM algorithm
	Artificial neural network
	Logistic regression
	Dataset
	lncRNA extraction and selection
	Analysis and evaluation criteria

	Results
	Discussion
	Conclusion
	Acknowledgments
	Authors’ contributions
	Funding
	Availability of data and materials
	Ethics approval and consent to participate
	Consent for publication
	Competing interests
	Author details
	References
	Publisher’s Note

