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Background
High-throughput sequencing technologies are capable of generating billions of short 
sequence reads on scale  [6]. Different sequencing designs and platforms provide options 
balancing accuracy and cost. High-depth whole-genome sequencing identifies nearly 
all variants along the genome with high confidence but at high cost [3, 4, 14]. As a cost-
effective alternative, low to medium depth next-generation sequencing (NGS) has lower 
accuracy, especially for rare-variant identification and genotype calling, but at much lower 
cost  [2, 23, 30, 40, 42]. Low coverage sequencing technology ( < 5 x) has shown to be valu-
able in a variety of population genetic issues, e.g, in population structure [37], in conserva-
tion biology [12], in ancient DNA [1], and in single-cell RNA sequencing [15]. In humans, 
ultra low-sequencing technology has been widely adopted for non-invasive prenatal tests 
of the maternal plasma  [24]. Compared with high-coverage sequencing data, genotypes 
from low-coverage sequencing data are noisier and thus bring higher levels of uncertainty 
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[29]. Downstream analyses based on the raw sequencing data incorporating uncertainties 
are advantageous and comparable to high-depth NGS [14, 22]. Therefore, researchers can 
afford to sequence more samples at comparable cost with minimal sacrifice in statistical 
power.

One fundamental dimension reduction technique for NGS data is principal component 
analysis (PCA) [19]. This analysis determines the principal components (PCs), i.e., the lin-
ear projection of the original variables onto a low dimensional vector space that maximally 
explains the variance of the data. Among its many applications, PCA is a widely adopted 
tool in genetic studies to infer population structure [26, 27, 32, 33, 44]. However, PCA is not 
designed to reveal the nonlinear relationship that may arise, for example, from the uncer-
tainties in low-depth genomic data. Several methods, including IsoMap [41], locally linear 
embedding (LLE) [36], and Kernel PCA (KPCA) [39] have been developed to capture non-
linear patterns. KPCA enables us to construct nonlinear versions of the PCA algorithm and 
has been successfully applied to gene expression data for the classification of samples [25, 
35]. However, KPCA suffers from two major limitations: 1) the kernel must be pre-speci-
fied; 2) the corresponding transformation is identical at each locus. However, the form of 
transformation may depend upon the alleles’ characteristics, e.g., rare or common alleles 
(see Additional file 1: Fig. S1).

To optimize the usage of ultra low-coverage sequencing datasets, we propose an exten-
sion of a data-adaptive approach, Maximally Correlated Principal Component Analysis 
(MCPCA) [11], which naturally addresses the first two limitations. To address the third, 
our method uses genotype likelihoods rather than any single genotype. Taking into account 
the uncertainty of raw sequencing reads provides an opportunity to model the nonlinear 
patterns in population genetics data. In particular, we employ a continuous value, i.e, dos-
age (see Fig. 1), to summarize the uncertainty in genotype calling. MCPCA is designed to 
determine a transformed dosage value, xj  → φj(xj) , at each locus j to maximize the sum of 
a pre-specified number of eigenvalues of the transformed dosage covariance matrix (the 
Ky Fan norm [10]). We name our method MCPCA_PopGen, aiming to analyze the popula-
tion structure for low-coverage sequencing data. It applies MCPCA to genotype dosages 
and finds the optimal transformations to explain a maximum proportion of the variances 
in the data. Our simulation reveals two major properties of MCPCA_PopGen for analyzing 
low-coverage sequencing data. For a locus with a low minor allele frequency (MAF), the 
transformation emphasizes the uncertainty in calling between heterozygous and the major 
homozygous loci. On the other hand, the transformation is more linear when variants are 
common (see Additional file 1: Fig. S1). We performed extensive simulations and demon-
strated the benefit of MCPCA over standard PCA and KPCA for low-coverage data. We 
applied MCPCA to two indigenous Siberian populations. The optimized MCPCA explains 
a much higher percentage of the variance and more clearly distinguishes these two popula-
tions even when limited to the genetic information from a single chromosome.

Results
Simulation studies

Variance explained by MCPCA_PopGen

We evaluate the MCPCA method (MCPCA_PopGen) using three types of genotype call-
ings, (1) true genotypes, (2) observed genotypes with errors, and (3) genotype dosage. 
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Genotypes were simulated using ms package [17] from three populations (African, Cau-
casian, and Asian) (ms commands to simulated genotypes were included in the Addi-
tional file 1: Sect. 3). They took value from {0, 1, 2} , representing the minor allele counts 
carried by each individual at each locus. Observed genotypes were generated by perturb-
ing the known genotype under specified coverage depths as developed in  [8]. Genotype 
dosage is the posterior mean of the genotype calls under additive coding (Fig. 1)  [43]. 
Details of the simulation procedures are provided in the “Methods” section. As illus-
trated in Table 1, observed genotypes with coverage depth below 10× have high error 
rates in these simulated datasets. When the coverage depth is low, the “best-guess” gen-
otypes frequently differ from the true genotypes. In our simulation studies, we evalu-
ate the total variance explained by the top q MCPCs. We compare the computational 
efficiency across different q and different number of Single nucleotide polymorphisms 
(SNPs) used to generate PCs. Finally we compare the performance of MCPCA_PopGen 
with PCA and KPCA.

Determine the optimal number of MCPCs Choosing the number of maximally cor-
related principal components q is essential. A small q may result in loss of information. 
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Fig. 1  The histograms of true genotypes across all 19,530 SNPs and the histograms of genotype dosage 
values for coverage depth 10, 5, and 1 when MAFs are low ( MAF < 0.1 ), medium ( 0.1 ≤ MAF < 0.4 ), and high 
( MAF ≥ 0.4 ). Genotypes dosage are the posterior mean of the genotype under additive coding. With values 
0, 1 and 2 assigned to the genotypes (major, major), (major, minor) and (minor, minor), respectively, the 
genotype dosage, DS = Pr(1| Data) + 2 Pr(2| Data) , where Pr(1| Data) and Pr(2| Data) denote the conditional 
(“posterior”) probabilities for the genotypes (major, minor) and (minor, minor)

Table 1  The percentage of error calling and the average Phred quality scores for observed 
genotypes across all 19530 SNPs in simulated datasets

Coverage depth Percentage of error calling (%) Mean quality score (SD)

1× 70.49 3.37 (1.34)

5× 12.59 15.28 (7.45)

10× 3.19 29.53 (13.27)
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The computational time increases if a large value of q is selected. To provide a practical 
guide in choosing the number of MCPCs, we demonstrate in Fig. 2 how much more of 
the variances is explained with increasing values of q. The MCPCA algorithm is applied 
to the true genotype data (MCPCA-TG), dosage data (MCPCA-DS), and discretized 
dosage data given q = 6 and q = 10 respectively, i.e., MCPCA-Intv, MCPCA-Freq, and 
MCPCA-Jenks represent MCPCA algorithm applied to discretized dosage data with dif-
ferent binning methods : equal width, equal frequency, and Jenks binning). Please refer 
to “Methods” section for details.

We used the proportion of variance explained by the true genotype (MCPCA-TG) as a 
baseline. As showed in Fig. 2 (top panel), MCPCA-DS explains a much larger proportion 
of variances than MCPCA-TG, indicating overfitting due to the over-determined num-
ber of categories. By implementing MCPCA on an optimally discretized dosage values 
(MCPCA-Intv, MCPCA-Freq, and MCPCA-Jenks), we avoid overfitting. Note that all 
three discretization methods achieve comparable proportions of explained variances to 
that of MCPCA-TG. We also illustrate how the CPU time for implementing the pro-
posed algorithm changes as we vary q and the number of SNPs p in the data. Given that 
q ranges from 2 to 15, the CPU time has a polynomial growth as p increases. The com-
putational complexity of MCPCA algorithm for each iteration is O(p3 + np2) [11]. For 
n ≫ p , the algorithm is nearly linear with n, which makes this approach suitable for data 

Fig. 2  (top) The proportions of the variances explained by the first 6 and 10 PCs. The data consists of 150 
samples, each having 1458 SNPs. (bottom) The CPU time of implementing MCPCA_PopGen given different 
choice of q when the number of SNPs ranges from 1000 to 16,000. MCPCA-TG: MCPCA applied to the true 
genotype data; MCPCA-DS: MCPCA applied to the genotype dosage data; MCPCA-Intv, MCPCA-Freq, and 
MCPCA-Jenks: MCPCA using the equal width, equal frequency, and Jenks binning methods
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sets with a large number of individuals (e.g., biobank scale studies). When the number 
of SNPs p substantially exceeds the sample size n or when they are in the same scale, 
the MCPCA_PopGen algorithm runs in cubic time O(p3) . To balance the interpretabil-
ity, effectiveness, and efficiency of our algorithm, we suggest a choice of q at most 20 
when p is large, and a pruning procedure for choosing SNPs for analysis should also be 
adopted [5]. Our analysis were performed using 11 cores and 6 GB memory computing 
resources.

Performance comparisons The performance of MCPCA_PopGen was compared with 
that of PCA with respect to the proportion of variances explained by the first q PCs. The 
results were summarized over 100 simulation replicates. In all scenarios, we set q = 10 . 
Figure 3 displays the barplot of variances explained by the top 10 PCs over 100 simula-
tion runs. In all scenarios, MCPCA or PCA on dosage data show better performance 
than that on the observed genotypes (PCA-OG and MCPCA-OG), indicating that dos-
age values preserve more information by taking into account the uncertainty in geno-
type calling. MCPCA outperforms PCA under different discretization methods in all 
scenarios, especially when the coverage depth is low (Fig.  3, left panel). As illustrated 
in Additional file 1: Fig. S1, MCPCA finds nonlinear transformations of dosage values 
with low MAF, emphasizing the uncertainty in calling between heterozygous and the 
major homozygous loci. Among the three discretization methods, MCPCA using the 
Jenks discretization has the highest explained variance. We have also applied KPCA to 
the observed genotypes (KPCA-OG) and dosage genotypes data (KPCA-DS). Instead 
of Gaussian kernel, the polynomial kernel was adopted since KPCA had better perfor-
mances with a polynomial kernel in our simulation studies. In all scenarios, KPCA did 
not perform well when coverages were > 5 x. When coverage was low (i.e., 1x), it has 
a similar performance as PCA. These results suggest that an adaptive transformation 
according to data coverage depth is needed rather than the “one-size-fits-all” approach.

Prediction accuracy of MCPCA

In this section, we illustrate the performance of the MCPCA method in predicting 
sample identities by utilizing nonlinear patterns among predictors. The true model is 
demonstrated in Fig.  4a. Two groups of samples were simulated in a way such that a 
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Fig. 3  The average of variances explained by the top 10 PCs over 100 simulation replicates. In these 
scenarios, KPCA-TG, PCA-TG, and MCPCA-TG explained 0.2893, 0.3768, and 0.3982 of the totoal variances, 
respectively. Error bars represent one standard deviation away from the mean
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nonlinear curve of x1 and x2 may give a clear separation of the two groups (Fig. 4a). We 
further generated p− 2 predictors from a standard normal distribution, where p = 1000 
and p = 10000 . The sample sizes for group 1 and 2 were set to be 200 and 100, respec-
tively. We applied MCPCA, PCA, and KPCA to the simulated data and projected the 
samples into the two-dimensional spaces formed by their embeddings. MCPCA distin-
guished the two groups more clearly (Fig. 4b and c). To evaluate the prediction accu-
racy, we trained random forests to predict sample identities using the two-dimensional 
embeddings generated by MCPCA, PCA, and KPCA. When implementing MCPCA, 
three discretization methods (MCPCA-Freq, MCPCA-Intv, and MCPCA-Jenks) were 
used (see “Methods” section). The within-group and overall accuracy of the predictions 
were measured through out-of-bag (OOB) prediction errors over 100 simulation repli-
cates. In all scenarios, MCPCA with different discretization methods achieved higher 
accuracies than PCA and KPCA and were robust in both groups, even when p was much 
larger than the sample size (Fig.  4d). To summarize, the MCPCA method enables the 
discovery of nonlinear transformations of predictors, whose linear combinations pro-
vide a better prediction accuracy.

Application to Siberian population

Based on a low-coverage whole exome sequencing data, [16] reported the evidence for 
cold adaptation in two indigenous Siberian populations, the Nganasan (nomadic hunt-
ers, NGA, n = 21 , ∼ 6× coverage) from the Taymyr Peninsula in the Arctic Ocean, and 
the Yakut (herders, YAK, n = 21 , ∼ 4× coverage) of North-Central Siberia (More detail 
of the data is provided in [16]). This low-coverage data set provides an excellent opportu-
nity to test the ability of MCPCA_PopGen to classify the two groups. Utilizing genotype 
posterior probabilities extracted from Binary Sequence Alignment/Map format (BAM) 

a

d

b c

Fig. 4  a Illustrates that two groups of samples are generated such that a nonlinear curve of x1 and x2 
separates the two groups. b and c Present the visualization of the two groups using the first two components 
from MCPCA and PCA, respectively. d Shows the barplots of prediction accuracy of MCPCA, PCA, and KPCA 
under various scenarios. Error bars represent one standard deviation away from the mean
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files by the software ANGSD [22], we calculated the dosage values. For comparison, we 
also applied ngsPopGen  [13] and PCA (PCA-DS) to these data. Like MCPCA_Pop-
Gen, the approach in ngsPopGen approximates the covariance matrix among indi-
viduals using posterior probabilities of sample allele frequencies, thus accounts for the 
uncertainty of low quality and/or coverage sequencing data. While for PCA-DS method, 
instead of using posterior probabilities, we calculated the covariance matrix using geno-
type dosage. As the posterior mean of the genotype, dosage also summarizes the uncer-
tainty in genotype calling. Eigen-decomposition of the two resulting covariance matrices 
then enables us to perform PCA.

We illustrated the performance of MCPCA_PopGen using Figs.  5 and 6. For Fig.  5, 
we set q = 20 and applied MCPCA_PopGen, ngsPopGen, and PCA-DS to the data 
obtained from chromosomes 20, 21, and 22. First note that MCPCA_PopGen more 
clearly separates the two populations. In addition, the first two principal components of 
MCPCA_PopGen explain at least 13% of the variance, whereas ngsPopGen and PCA-
DS explain around 8% - 10%. In preparation for Fig. 6, we called posterior probabilities of 
the genotype likelihood across all 22 human chromosomes. After filtering, this provides 
a total of 51, 673 SNPs for analysis. We display the top 6 PCs from MCPCA_PopGen, 
ngsPopGen, and PCA-DS. The MCPCA plots are consistent with reported histories of 
these two groups. As shown in [34], the Yakuts are more admixed (with Mongolian pop-
ulations) than the Nganasan. The top plot seems to show two somewhat distinct Yakuts 
populations. The data were taken from two villages which do not match the clustering in 
the MCPCA plot [16]. However, analysis of ancient DNA [21] reveals evidence of Yakuts 
parent-child relationships in graves 70 km apart, indicative of a mobile population. As 

Fig. 5  (left) MCPCA plot for chromosome 20–22; (middle) PCA plot (ngsPopGen) for chromosome 20–22; 
(right) PCA plot (PCA-DS) for chromosome 20–22 for the Nganasan (NGA) and Yakuts (YAK) samples
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noted in [28], PCA may not be able to distinguish between migration and a population 
split. Both [20, 34] found evidence of severe bottlenecks in the Nganasan. This is dis-
played in the plot showing that except for one individual, the MCPCA plots for the Nga-
nasan in both the PC3/PC4 and PC5/PC6 plots are very tightly clustered.

Discussion
In genetic studies, PCA is a widely adopted dimension reduction tool to infer popula-
tion structure and to adjust for population stratification. Unlike high-density SNP 
arrays, new sequencing technologies allow us to model the genotype uncertainty of raw 
sequencing reads rather than make a hard decision of any single genotype and to provide 
options balancing between accuracy and cost. New approaches are needed in order to 
make effective use of this type of data better.

In this article, we introduce a dimension reduction approach for low-coverage sequenc-
ing data. To account for the genotype uncertainty, we propose the use of dosage values 
instead of the discrete genotypes. By considering both the genotype uncertainty and non-
linear correlations, our method transforms each SNP sequentially by maximizing the sum 
of top q eigenvalues of the transformed covariance matrix. The advantage of our method 
is that the data are used to optimize the transformation for each SNP, an approach that is 
not permitted in KPCA. For our simulations, we learned that the transformation is more 
nonlinear, emphasizing the difference between heterozygous and the major homozygous 

Fig. 6  (left) MCPCA plot for top 6 PCs; (middle) PCA plot (ngsPopGen) for top 6 PCs; (right) PCA plot (PCA-DS) 
for top 6 PCs. 51,673 SNPs across Chromosome 1–22 were used
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genotypes, for the SNPs with low MAF and more linear for common variants. To balance 
among computational feasibility, issues with overfitting, and statistical power, we analyzed 
three candidate methods to discretize dosage values. In simulation studies, we demonstrate 
that our method achieves higher fractions of the variance explained by meta-features when 
compared to PCA and KPCA. In the Siberian data analysis, our method more clearly dis-
tinguishes the two populations even when limited to the genetic information from one 
chromosome.

Our method is particularly effective in increasing the power for low-coverage sequencing 
data, thus offering an option for researchers with a limited budget to study in medical and 
population genetics as well as assessing population structure for threatened or endangered 
species. With the advantage in low-coverage data, we believe MCPCA offers an attractive 
approach to the study of non-model organisms  [7], which are often associated with the 
absence of closely related reference genomes and challenging sample material issues. The 
limitations of our method include, (1) MCPCA is likely to be computationally intensive if 
the number of SNPs used are large or the number of PCs output are large; (2) Although, 
discretization of the dosage values is deem necessary for MCPCA method, it might lead to 
loss of information. For these limitations, we defer to the future researches.

Conclusions
In this paper, we introduce a dimension reduction tool MCPCA_PopGen to analyze popula-
tion structure of low-depth sequencing data.

Methods
Find optimal MCPCs

Let X be a n× p matrix and its (i,  j)th element be the discretized dosage value for the 
ith individual at the jth SNP. Let xj ∈ R

n represent a vector of dosage values of jth SNP 
across n individuals, and define the nonlinear transformations as φ = (φ1, . . . ,φp) . Thus 
φ1(x

1), · · · ,φp(x
p) ∈ R

n are the vectors of transformed dosage values. We restrict our-
selves to standardized transformations and consider the collection of covariance matrices,

For a given value of q, [11] proposed the choice φ∗ = (φ∗
1 , . . . ,φ

∗
p) , Kφ∗ ∈ KX , to maxi-

mize the sum of the top q eigenvalues, i.e., φ∗ achieves the Ky Fan q-norm

where �r(Kφ) is the rth largest eigenvalue of Kφ . MCPCA thus can be considered as a 
generalization of PCA over all possible nonlinear transformations of predictors. The 
q optimal maximally correlated principle components (MCPCs) achieve the Ky Fan 
q-norm. Because PCA is based on computing eigenvalues for the special choice of φ 
where each component φj is a linear function, the sum of the top q eigenvalues for PCA 
is upper bounded by the Ky Fan q-norm.

(1)
KX =

{

Kφ ∈ R
p×p,Kφ(j, j

′) = E[φj(x
j)φj′(x

j′)] :

E[φj(x
j)] = 0,E[φj(x

j)2] = 1 for j, j′ = 1, . . . , p
}

.

(2)φ∗ = argφ max
Kφ∈KX

q
∑

r=1

�r(Kφ),
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To solve this optimization problem, we adopted the block coordinate descent algo-
rithm  [11]. Implementation of the algorithm to genetic data requires, as with PCA, 
replacing the expectations in (1) with sample means.

Discretize dosage values

Discretization of the dosage values is necessary to create a computationally feasible algo-
rithm. We have previously evaluated several discretization protocols. The equal width, 
equal frequency, and Jenks binning methods are considered  [18], with the number of 
bins, m, determined by the Freedman-Diaconis rule (equation (S1) in Additional file 1). 
The discretization method is performed over each SNP individually. For equal width 
binning method, we divide the range of the dosage values for a given SNP into m bins, 
with each bin having equal interval length. For equal frequency binning method, we use 
a similar strategy by replacing the range of dosage values with their frequencies. Each 
category thus has an equal number of members. However, if the data contain duplicated 
values, the equal frequency binning may not achieve perfect equally sized groups. For 
Jenks binning, we partition the dosage values into m clusters such that the within-cluster 
variations are minimized and between-cluster variations are maximized. To avoid label 
switching problem in Jenks binning, we assign the labels to the m clusters according to 
their group means. We evaluated the performance of MCPCA using the equal width, 
equal frequency, and Jenks binning methods. For ease in presentation, we refer to discre-
tization methods as MCPCA-Intv, MCPCA-Freq, and MCPCA-Jenks respectively.

Simulation

We evaluate MCPCA_PopGen using three types of genotype callings.

Perfectly known genotypes. To simulate the genotype data under a variety of 
assumptions concerning migration, recombination rate, and population size under 
neutral models, we used a coalescence simulator ms to simulate haplotypes for 50 
individuals from each of three populations (African, Caucasian and Asian) [17]. Then 
we generated the genotypes of admixed individuals based on the ms output (See Sup-
plemental Material for ms commands adopted to generate genotypes from admixed 
populations). After obtaining genotypes, we filtered out rare variants with minor 
allele frequency (MAF) below 0.05. These data play the role of perfectly known geno-
types that come with high coverage NGS. The genotype Gij is treated as the minor 
allele counts (i.e., 0, 1, 2) carried by individual i at each locus j.
Observed genotypes (with error). We generated the observed genotypes G̃ij under 
different coverage depths by perturbing Gij with sequencing qualities sampled 
from the 1000 Genomes project  [8, 9]. More specifically, we simulated G̃ij by per-
turbing Gij using errors generated from the Bernoulli distribution with probability 
ǫij = 10−Qij/10 , where Qij is the quality score determined by the coverage depth. At a 
given mean depth, the number of reads for each genotype was sampled from Gamma 
distribution with shape and scale parameters 6.3 and depth/6.3 [8, 31, 38]. Then Qij 
was sampled from the quality scores in the 1000 Genomes project whose observed 
number of reads is closest to the number of reads simulated from mean coverage. 
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Thus, we generated the observed genotypes G̃ij ’s along with the corresponding base-
calling error probabilities ǫij’s.
Dosage genotypes. Dosage genotypes are the posterior mean of the genotype under 
additive coding. With values 0, 1 and 2 assigned to the genotypes (major, major), 
(major, minor) and (minor, minor), respectively, the dosage, DS = Pr(1| Data) + 
2 Pr(2| Data) , where Pr(1| Data) and Pr(2| Data) denote the conditional (“posterior”) 
probabilities for the genotypes (major, minor) and (minor, minor). Our method can 
also be applied to dosage data imputed by Mach/Thunder [23].

Implementation

MCPCA_PopGen is an open-source package. The source code of MCPCA is provided 
by [11] using Matlab. To make it easier to install and implement, we provide the entire 
package MCPCA_PopGen in the high-performance Julia language. Both the ms com-
mands for generating genotypes and the documented source code for MCPCA_PopGen 
are hosted on GitHub: https://​github.​com/​yiwen​stat/​MCPCA_​PopGen.
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